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Abstract 

Predictive analysis applications have become a revolutionary topic in higher education in the following days. Predictive 

analysis will use analytical models, which include machine learning applications, to help in producing the greater 

quality performance and useful student data at different stages of education. Most people know that a student's grade is 

the most important performance indicator that teachers can use to track their academic progress. Many learning 

algorithms have been proposed in the education field over the past decade. However, dealing with unequal databases in 

order to improve the efficiency of predicting student marks causes significant difficulties. Random Forest (RF), Naive 

Bayes (NB), Decision Tree (J48), K-Nearest Neighbour (kNN), Logistic Regression (LR), Support vector Machine 

(SVM), and a hybrid model that combines Random Forest and the XGBoost algorithm are all evaluated for accuracy. 

By using feature selection and Synthetic Minority Oversampling Technique (SMOTE) a multi-stage prediction model is 

proposed to reduce the effects of overlap and misalignment caused by multiple class inequalities. The SMOTE uses the 

random sampling method and in the feature selection the wrapper and filter methods are used. The proposed model 

produces promising and comparable results, which are used to develop a performance model for predicting the unequal 

distribution. 

Keywords: Student Grade Prediction Dataset, Machine Learning, Random Sampling, SMOTE, Multi Class 

Classification 

 

1. Introduction 

Every Higher Education Institutions (HEI) will keep track of each student's academic records. The student record 

contains the academic result of final marks of exams and grades of various programs and courses. Every recorded 

student mark and grade is utilised to calculate the student's performance and evaluate the semester's course completion. 

The records are used to generate useful information about students' performance [8]. And not only the academic 

background but also other factors like family, socioeconomic, demographic etc will also contribute to the student 

performance. So here the prediction of student grade will depend on different factors and the prediction is made. 

Predictive analytics has become one of the most potential approaches in every sector. When it comes to the educational 

sector predictive analytics will help in finding out the hidden patterns and prediction making even with the vast 

database. It also helps in solving different problems in the education field with program selection, dropout prediction, 

and semester early warning system. Furthermore, the use of predictive analytics-based solutions in the education sector 

has grown in popularity over time. [1]. 

One of the most essential aspects that will aid in enhancing student academic performance is the potential to estimate a 

student's grade. There are many previous studies which have found different machine learning methods[16] which are 

used for the prediction of student learning performance. However, the connection applied to the machine for this to 
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improve the imbalance of multi-phase drawback in predicting grade-level prediction is difficult for finding. As a result, 

in this model, a comparative study was performed to determine which predictor model is the best for predicting 

student’s grade. [4]. Here, the model addresses the problems and questions like which predictive model will give higher 

accuracy among the taken machine learning algorithms in predicting the student’s final grade. Also, how an unbalanced 

dataset will be balanced using machine learning approaches such as oversampling SMOTE and Feature Selection 

algorithms.  

Introduce a descriptive analysis of the student dataset to depict student grade patterns, which can lead to strategic 

planning decisions that will help teachers assist students more effectively. [5]. Following that, the comparative analysis 

was used to compare seven machine learning algorithms, including J48, NB, LR, k-NN, XG-Boost, SVM and RF. With 

regard to addressing imbalanced multi-classification a method for each model speculative with data levels solutions 

using a FS [13] and SMOTE sample. 

Today any machine learning specialist who specializes in binary separation problems has to deal with this common 

unequal data set. Class inequality is a rising situation in which there is an unequal distribution of class in a database i.e., 

a number. Data points in the negative category (majority category) are much larger compared to the positive category 

(sub-category) [9]. Generally, a minority / positive class is an interesting category and aims to achieve the best results in 

this class than that. If the inequality data is not treated earlier, this will reduce the effectiveness of the partition model. 

SMOTE is an over-sampling method where synthetic samples are made in the junior class. This technique works on 

overcoming the problem of overfitting which is caused by random sampling. [10]. It focuses on the feature of creating 

new situations with the help of adding among the best living conditions together. 

Feature Selection is a way to minimize different inputs to your model by taking the necessary data and eliminating 

audio from the input data. It's a method of selecting relevant characteristics of your machine learning model 

automatically based on the type of problem you're trying to answer [1]. Here by adding or excluding key features 

without modifying them. It helps to reduce noise in the data and reduce the weight of our input data. Features are the 

variable input we supply to our machine learning models. A feature is created by each column in our database. To train 

the right model, it must make sure that only the most important features are used [11]. If we have too many features, the 

model will pick up on insignificant patterns and learn from them. Feature Selection is a strategy for selecting the most 

essential parameters in our data. 

The proposed work is combination of SMOTE+FS (SFS) algorithms, calculates the ratio of sampling by selecting best 

features and improving multi-classification that is unbalanced in predicting the grade of student. So first the dataset is 

extracted and cleaned. And the dataset is also pre-processed using the S FS technique. The multiclass model is then 

developed, and the model is then trained and evaluated on the dataset before being finalised [3]. 

The following is the report's structure. The linked research endeavour, which is a literature survey for student grade 

prediction, is described in Section II. Section III demonstrates the suggested predictive model methodology for 

predicting final student grades by phases. The results are presented in Section IV. The conclusions and future directions 

are addressed in Section V. 

2. Literature Survey 

In distinctive fields, such as education, using system getting to know has resulted in widespread improvements in 

predicting responsibilities. Prediction models not only are simple to comprehend but also offer valuable insights in 

decision-making. Therefore, an approach is proposed to improve the predicting student performance by improvement in 

performance and explains how the student is able to achieve a certain score with this working. Machine learning 

methods were used to develop and test a prediction model.  A technique called Synthetic minority oversampling 

technique (SMOTE) is used for balancing to oversample all the majority classes. It also uses ensemble methods [6] 

[15]. Coming to tune the parameters, it estimates the ideal parameters using a basic grid search method given by scikit. 

The innovative model's dependability is demonstrated through hyperparameter optimization and a ten-fold cross-

validation [2] approach. In addition, a novel visual and intuitive technique is used to help determine which factors have 

the biggest influence on the score. In educational institutions, student success is critical. Early discovery of pupils who 
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are performing poorly, as well as preventative measures, can aid in their improvement [13]. To produce predictions, 

machine learning techniques have been extensively used. Indeed, the effective and efficient use of data mining 

technologies, through which student characteristics to focus on ranging from how to define student achievement to 

which machine learning method is better appropriate for the specific difficulty. It assists educators in providing a step-

by-step set of instructions as well as the use of data mining. So, first, the data must be collected and cleaned, and then 

the data must be transformed [7]. After that, feature selection is completed, and data mining models are implemented. 

The final outcome will be divided into two categories: successful and failed. It will make data mining techniques more 

accessible to teachers, allowing them to maximise their potential. 

The data includes demographics, previous academic records, and family background information for students. To build 

the most accurate academic achievement prediction model possible, students' data is submitted to Decision Tree, Naive 

Bayes, and Rule Based classification techniques. The Rule Based strategy [8] receives the best accuracy value when 

compared to the other techniques, according to the results of the trial. Due to partial and missing values in the obtained 

data, the limitation is the tiny amount of the data. The gathered knowledge from the prediction model will aid in 

identifying and profiling pupils in order to estimate their success level. 

Students' grades in such registered courses can be predicted using machine learning techniques. Such strategies would 

not only assist students in improving their performance based on expected grades, but they would also allow instructors 

to identify students who may require assistance in their enrolled courses. Restricted Boltzmann Machines, Matrix 

Factorization [3], and Collaborative Filtering will be  in this case. The methodology is limited to small datasets, but it 

may be extended to huge datasets in the future. The RBM technique is proven to be superior to other techniques in 

terms of accuracy in forecasting students' success in a particular course. 

In the subject of data mining, educational data mining is a relatively new phenomenon. The Optimal Equal Width 

Binning normalisation approach and SMOTE over-sampling strategy are used in this study to illustrate how data will be 

pre-processed to increase the accuracy of the students' final grade prediction model [7] for a specific course. Naive 

Bayes classification is used for individual classification of the attributes independent of each other. Decision tree 

classification is used to derive the rules, which are required for the prediction of student’s grade. The result obtained 

after discretization and applying over-sampling methods, gives clear evidence that the prediction model's accuracy is 

greatly improving. 

The evaluation and prediction of college students' progress is at the centre of university student management. The 

traditional evaluation system focuses primarily on assessing students' past accomplishments, but it falls short of 

predicting students' future growth. As a result, classification models such as Multilayer Perceptron, Decision Tree, 

Naive Bayes [15], and Support Vector are employed to predict students' academic achievement. The multi-layer 

perceptron model has shown to be the most effective, with higher accuracy in both the training and test sets. The 

experimental results will be more accurate if the data sample is large enough. 

Predicting a student’s grade is very important to know the performance of a student. By doing the prediction of a 

student's final grade in advance, it helps the student to take the needed steps to get best performance every time. So here 

the final grade of a student is anticipated based on their previous academic performance. The university's strategic 

method focuses offering high-quality education that is in line with the Sustainable Development Goals (SDGs) of the 

United Nations [13]. One of the most common applications of educational data mining is using previous grades to 

forecast a student's performance. In the first stage, a technique will be proposed for data collecting, data cleaning, and 

pre-processing, and in the second stage, students with comparable academic performance patterns will be grouped [7]. 

The supervised machine learning method will then be chosen based on the gathered and detected patterns, and the 

experimental phase will begin. Finally, the data has been collected and will be analysed. One of the most pressing future 

tasks is to analyse and create a big data infrastructure. 

As demands to enhance student performance and the urge to help increase, it's harder to spot students who will perform 

poorly in a class. Traditional grading relied on intuition and complex averaging of exam data. With learning devices and 

data mining, we can use student performance data to make statistically sound and justified predictions beyond a 

teacher's intuition. It investigates the effects of a "basic average" method of forecasting student grades as a substitute for 
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a teacher's prediction, as well as the utility of three algorithms in predicting students' grades—Naive Bayes prediction, k 

nearest neighbours, and guiding vector system. It demonstrates that an assist vector device outperforms all other 

Predictors, including the basic average [10]. Even if machine learning is the primary strategy for obtaining more 

effective results, it requires the addition of additional strategies. 

Data mining is the process of extracting previously unknown information from data in a non-trivial manner. Category is 

a supervised studying Approach in data mining. This is used for expecting a Specific unit label of a facts instance; 

therefore one can classify it into one of the predefined lessons. Here we are able to bear in mind magnificence 

Imbalance hassle [2] and solutions for dealing with class imbalance Hassle. Magnificence Imbalance problem happens 

where in comparison to the other elegances, this dataset has a fairly limited number of samples [5]. Here it uses a 

financial institution marketing Dataset for our evaluation that could be an elegance imbalance dataset. 

Educational Data Mining (EDM) has emerged during the last two decades. The main goal of this investigation is to look 

at how Advanced Capacity is used in this setting machine learning techniques on educational settings from the attitude 

of hyperparameter Optimization. By the effectiveness of automated gadgets gaining knowledge of (auto ML) for the 

task of predicting students’ studying outcomes based on their participation in online Mastering structures. At the same 

time, we restrict the hunt space to tree-based totally and rule-based models with a view to accomplishing transparent 

and interpretable consequences. The auto ML tools achieve consistent results. EDM [4] conducts experiments with 

suitable automated parameter configurations, for that reason accomplishing exceptionally accurate and understandable 

outcomes. Furthermore, the proposed approach may additionally function as a good size useful resource in the early 

estimation of college students Performance, and as a result permitting timely guidance and powerful intervention 

techniques [10]. Appropriate Software extensions inside learning management systems could be constructed, to allow 

non-expert users advantage from autoML 

This article discusses the comparison of prediction classifiers in a combined Mastering environment. The proposed 

approach predicts students' final grades entirely based on sports in unusual academic situations. A comparison of 

classifier performance was carried out with the goal of determining which classifier is best suited for multiclass feature 

datasets [19]. The majority of people's voting method was used to form an ensemble based exclusively on Hidden Naive 

Bayes [6], Naive Bayes, Random Forest and J48 decision tree, which gave crucial results for specialised training. It 

calculates the accuracy and precision of the scholars' predication of grades in mixed learning of environment state of 

affairs based on experimental evaluation. The key contribution is a multi-class prediction system that works well. 

2.1 Open issues 

● The main goal was to improve the models they built by pre-processing them and then determining which 

model had the best accuracy. Oversampling was inevitable due to the minimal number of cases in the sample. 

● The errors cannot be detected early. As a result, there will be less accuracy rate. When a dataset with a large 

number of records is used, the predicted result will have less accuracy.  

● Models based on tensor factorization are not being studied to account for the temporal effect in the prediction 

of student performance. 

● The model doesn't explain why a student is prone to fail and can't help to better align the learning activities and 

support with the student’s needs. 
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3. Proposed Methodology 

A model is built which helps to determine the best effective predictive model for dealing with unbalanced multi-

classification in predication of student grade. Our model's input contains many data such as the student's name, course 

name, previous year grades, personal information, social information, and so on.  

 

Fig 1: Proposed Framework for Multi Class-prediction Model 

To reduce overfitting and misclassification, we employed oversampling SMOTE and Feature Selection (FS) [12]. To 

assess the student's success, combine both strategies into a chosen machine learning classifier to build the recommended 

model. The framework is depicted in Figure 1. 

3.1 Data Preparation  

From Kaggle website with Student Grade Prediction dataset is considered for predicting grade of high school students 

[17]. The dataset contains 33 attributes. The attributes include student grades, features related to school, social, 

demographic. The grades are related to two distinct subjects. The data was classified using a binary/five-level 

classification system. And the output attribute which is G3 has a strong correlation with attribute G1 and G2. Binary 

classification is used for the attributes like gender (F or M), Choosing the school between the given two schools, city 

(Urban or Rural) etc. And the five-level classification is used for choosing the one value among five different values. 

Some of the attributes of the dataset are school, sex, address, age, family size, travel time, study time, free time etc. The 

attributes take the numeric values, binary values, and nominal values based on the attribute type. 

3.2 Data Pre-processing 

The dataset which is collected in the previous stage undergoes the data pre-processing. Here the output class is divided 

into five ranks namely P, Q, R, S, and T. If the dataset is imbalanced, then the results are inefficient. If the results are 

inefficient then there is no use of the predicted results. So, the dataset needs to be pre-processed to get the accurate 

results. The data pre-process in this study mainly involves two techniques which are feature selection and oversampling 

technique. 
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a. Oversampling Technique 

The random sampling technique is used in SMOTE, which stands for Synthetic Minority Oversampling Approach. It is 

the most often used oversampling technique for addressing the overfitting problem. Today any machine learning 

specialist who specializes in binary separation problems has to deal with this common imbalanced dataset. Class 

imbalance is a condition that occurs when it has an unequal distribution of class in a database that is a number. Data 

points in the majority category are very large compared to the minority category. SMOTE is an over-sampling method 

where synthetic samples are made in the class which contribute less [8]. This approach helps to solve the problem of 

random overloading causing overfilling. It focuses on the space feature of creating new situations with the help of 

adding among the best living conditions together. So, this is how the oversampling technique is done. 

b. Feature Selection Method 

Features refer to the variable input that machine learning models receive. A feature is created by each column in our 

database. It is necessary to ensure that just the most important features are included when training the proper model. If 

there are too many characteristics, the model will pick up on insignificant patterns and learn from them. Feature 

selection is the process of selecting the most essential parameters in our data. Using just relevant data and removing 

sounds from the data, feature selection is a strategy of minimising input variances in your model [11]. It's a way for 

automatically identifying relevant machine learning model attributes based on the sort of problem you're trying to solve. 

solve. This is accomplished by simply adding or removing key features without altering them. It assists us in reducing 

both the amount of noise in our data and the size of our input data. Wrapper and filter methods are two different types 

of feature selection approaches. 

i. Wrapper Method 

Depending on their relationship to the output, or how they relate to the output, features are eliminated in this manner. It 

checks whether features are positively or adversely connected to output labels using correlation and discards features 

accordingly. If the feature has no much relation with the output, then the feature is dropped. And also, if the attribute 

has a negative impact on the output and if it provides very less contribution then the feature is removed. 

ii. Filter Method 

The dataset is broken into smaller sets, which are then used to train the model. The smaller sets can add and remove 

features and train the model based on the model's output. Using a greedy method, create subsets and check the 

correctness of all conceivable feature combinations. So here the feature can either be added or removed. The features 

are made into subsets and then the subset is trained and the accuracy is calculated [13]. Finally based on the results it is 

decided whether the feature needs to be added or removed. 

3.3 Performance Analysis 

The Performance Analysis which is a very important factor to know the standards of the model build. So, when the 

performance is evaluated, it talks about the model ability. In the paper the student grade prediction is made and building 

the multi-class classification model. The model is developed using several machine learning approaches, and its 

performance is assessed using 10-fold cross validation [7], in which the dataset is divided into two parts: train and test 

datasets. The training dataset makes up 90% of the overall dataset, whereas the test dataset makes up 10%. The model is 

trained using the training dataset, which accounts for 90% of the total dataset, and the results are assessed. If the results 

are with more accuracy, then the model works on a test dataset. 

a. Logistic Regression 

The supervised learning categorization class approach of logistic regression is used to anticipate the likelihood of 

specified diversity. The target or dependent variable is dichotomous in nature, which means there are only two possible 

values.. There are two possible values of 0 (success or yes) and 1 (failure or no). The stage where the dependent variant 

may have 3 or more ordered types that may be 0, 1, 2..or bad, good, very good, very good, and then use the ordinal type 

of regression.  
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b. Naive Bayes 

The Naive Bayes algorithm is a supervised learning technique that is used to handle classification problems. It's 

commonly used to categorise text, including high-quality training databases. One of the most fundamental and 

successful classification methods is the Naive Bayes Classifier. It helps to construct faster machine learning models that 

can make better guess. It is a probabilistic classification system; therefore it generates predictions based on the 

likelihood that an object exists. 

c. Decision Tree 

The Decision Tree is a supervised learning method for classifying and predicting problems. Classification problems are 

its specialty. Core nodes represent database elements, branches represent decision rules, and leaf nodes reflect the 

conclusion. Decision Tree has two nodes: Decision and Leaf. Decision Nodes are used to make decisions and have 

many branches, while Leaf Nodes are the results. Information is utilised to make choices or take examinations. CART 

algorithm is used to build a tree. The decision tree asks a question and creates subtrees based on the answer (Yes/No). 

d. Support Vector Machine 

SVM is a prominent supervised learning technique for classification and regression. Machine Learning uses it to 

categorise. The SVM technique generates a superior line or decision line that divides n-dimensional space into classes 

with similar qualities, making it easier to place data points in the correct category. Hyperplanes are useful for decision-

making. SVM chooses the hyperplane's extreme points/vectors.  

e. K-Nearest Neighbour 

K-Nearest Neighbours is a supervised machine learning methodology. The KNN algorithm compares new cases/data to 

old cases and assigns new examples to existing categories. KNN tracks existing data and sorts new data based on 

similarities. The KNN algorithm can quickly segment fresh data, independent of its source. KNN can be used for 

regression and classification, however classification is more prevalent. KNN is non-parametric; hence it makes no data 

assumptions. 

f. Random Forest 

Random Forest is a popular machine learning algorithm that is used to solve classification and regression problems. It's 

a part of a supervised learning approach. Random forest is based on ensemble learning, in which several divisions are 

combined to tackle complex problems and improve model performance [18]. According to the title, "The Random 

Forest is a subcategory that includes a number of decision trees for the different datasets offered and takes methods to 

improve the database's prediction accuracy." The random forest accepts a forecast from each tree and forecasts the 

eventual result based on a number of reliable votes rather than depending on a single decision tree. The forest's large 

number of trees allows for great accuracy while also reducing congestion.  

g. XG-Boost Algorithm 

The Extreme Gradient Boosting (XG-Boost) machine learning library is a modular, widely disseminated gradient-

boosted gradient (GBDT) machine learning framework. It is a powerful collection of machine learning, reconditioning, 

and level problems that allows for simultaneous tree creation. To begin grasping machine learning ideas and techniques 

that XG-Boost draws on, you must first understand XG-Boost: supervised machine knowledge, decision trees, 

cooperative learning, and gradient building. Supervised machine learning use algorithms to train the model to detect 

patterns in a database of labels and features, and then employs the learned method to forecast labelling in new system 

characteristics. 

h. Hybrid Method 

In the hybrid method different algorithms are combined and then worked together to produce an output. In this model 

by combining different algorithms the accuracy rate may be increased and works effectively. The methods combined 
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are random forest and XGBoost algorithm. It could have blended approaches from other domains or employed methods 

that were a mixture of current ones. Before giving our data to an ML technique, it may use data transformation methods 

like statistical methods or simple linear correlation coefficients. Hybrid method techniques are based on a machine 

learning architecture that differs slightly from the standard workflow. 

3.4 Confusion Matrix 

The confusion matrix is used to calculate the pre-processed dataset's values such as Recall, Accuracy, F-Measure, and 

Precision. The confusion matrix is used to assess the prediction model's performance. The student grade prediction 

parameters for confusion matrix are P, Q, R, S, T. It means that level of grades (LG) are ‘exceptional’, ‘excellent’, 

‘distinction’, ‘pass’ and ‘failure’. The following expression represents class label: LG ∈ {P, Q, R, S, T}. 

Confusion Matrix for classification of student grade 

 

The performance is calculated by using the confusion matrix and evaluating the precision, f-measure, recall, accuracy. 

 

Where X is the sample count 

 

 

 

So, finally the values are calculated by using the above formula and the model is tested. 

4. Results 
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Student grade is one of the main criteria to know the performance of a student. By predicting the student grade, the 

person will be able to know the capacity and will help in the improvement of the student performance. Here, in this 

methodology we implanted different types of algorithms. Here by comparing the results of each and every algorithm 

and algorithm which gives best results is identified and shown in Table1.  

Table 1. Comparison of various algorithms with and without SFS 

Algorithm None/SFS Accuracy Precision Recall F-Measure 

J48 

None 92.0 92.0 91.0 92.0 

SFS 94.5 94.5 94.5 94.5 

KNN 

None 91.4 91.4 91.4 91.4 

SFS 93.4 93.4 93.4 93.4 

NB 

None 91.8 91.8 91.5 91.8 

SFS 92.8 92.8 92.8 92.8 

SVM 

None 91.3 91.0 91.3 90.9 

SFS 93.2 93.2 93.2 93.2 

LR 

None 91.5 91.3 91.5 91.3 

SFS 93.5 93.5 93.5 93.5 

RF 

None 94.3 94.1 95.3 95.3 

SFS 95.6 95.1 96.2 94.6 

XG 

BOOST 

None 93.1 92.9 93.1 93.0 

SFS 94.6 94.0 94.1 94.1 

Hybrid 

Method 

None 95.3 92.6 92.6 91.6 

SFS 96.6 95.6 94.6 94.6 

 

The prediction of student grade is implemented by using eight algorithms and SMOTE and feature selection techniques. 

The above table shows precision, accuracy, f-measure and recall calculated results for each and every algorithm. The 

Hybrid method gives an accuracy of 96.6%, Random Forest with an accuracy of 95.6% and XGBoost with an accuracy 

rate of 94.6%. J48, LR, KNN, SVM and Naive Bayes achieved an accuracy rate of 94.5%, 93.55, 93.4%, 93.2% and 

92.8% respectively. Predicting academic achievement is one of the performance indicators that educators can use to 

keep track of their students' academic progress. The graphical representations of comparison of accuracy values for 

various algorithms are shown in fig2. 
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Fig 2:  Comparison of Accuracy among various algorithms with and without SFS 

5. Conclusion 

Predictive analytic applications are a popular topic in higher education. Predictive analytics involves use of analytical 

models, including machine learning applications that can provide greater quality performance and data for students at 

every stage of learning. Students at all levels of study may expect high-quality performance and data. Most people are 

aware that a student's grade is one of the critical success factors that instructors could have used to monitor a student's 

academic achievement. Several machine learning methods have been reported in the education industry over the last 

decade. However, dealing with skewed data in order to improve the accuracy of projecting student grades is difficult. 

Machine learning algorithms are being used for predicting grade of a student with a higher degree of accuracy. The 

model is trained and tested using Student Grade Prediction dataset. The accuracy of the most popular machine learning 

methods, including Random Forest ,Naive Bayes,  Decision Tree, K-Nearest Neighbour, Logistic Regression, Support 

vector Machine and a hybrid model which is the combination of Random Forest and XGBoost algorithm are tested. A 

multiclass prediction model is developed that combines Synthetic Minority Oversampling Technique and a Feature 

Selection technique to reduce the problems caused by misclassification and overfitting results given by asymmetrical 

multi-classification. The Random Sampling algorithm supports SMOTE. The Random Sampling algorithm is a method 

used for randomly selecting subsets from a sample by the user. Wrapper and Filter methods are also used in feature 

selection. The features are either eliminated or included by comparing the testing results with the output. The results of 

this proposed model are comparable and acceptable, and they are being used to improve the asymmetrical multi-

classification student grade prediction, the prediction performance model was developed. As for future work, 

Investigation can be done using the emerging predictive techniques and ensemble techniques by using advanced 

machine learning techniques. Ensemble technique is essential for selecting several multi-classes imbalanced datasets. 

Additionally, it assists in identifying acceptable sampling procedures as well as various assessment measures that can be 

utilised for asymmetrical multi-class sectors, such as weighted accuracy, Kappa, and so on. Therefore, using machine 

learning in the education sector for prediction of a student's grade will help in improving the student's academic 

performance in future. 
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