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ABSTRACT 

In this article, we discussed the existence and uniqueness solution for the class of Caputo fractional neutral 

functional differential equations with addiction on the Lipschitz first derivative conditions in Banach space. The result is 

established on Krasnoselskii's Fixed point theorem. As well as, an example is illustrate the results. 

INTRODUCTION  

Fractional differential equation is broad and comprehensive assortment of many mathematical modelling in real 

world application for that many researchers extent their interest in fractional differential equations. It is proven that a 

paramount mathematical modeling in all manner of field such as neural network system [7], dynamics [13], engineering 

[9], medical and health science [8], medical image enhancement [5], viscoelacity [2], modern mechanics [15,17], 

biological systems [3,4,11,12]. 

      The neutral type functional differential equations depends on past and present values of the function, likewise to 

retarded differential equations, except it also depends on derivatives with delays. An enormous potential and applicability 

to solve the fractional differential equations in numerical accuracy so for that many authors gave existence results in 

neutral differential equations. The neutral differential equations have numerous important application in science and 

engineering particularly control theory is one of the interesting applications in neutral fractional system. The Initial value 

problem for a class of fractional neutral  differential equations with infinite delay discussed by Benchohra et al [10]. For 

further research work yet, we have lot of proposed problems of neutral differential equations are exposed. 

 In this article we investigate the existence results for the IVP of fractional neutral system with boundedness is 

of the form 

{
(𝑐𝐷𝛼) (𝑢(𝑡) − 𝑓 (𝑡, 𝑢(𝑡), 𝑢′(𝑡, 𝑢(𝑡)))) = 𝑔 (𝑡, 𝑢(𝑡), 𝑢′(𝑡, 𝑢(𝑡))) , 𝑡0 ≥ 0, 1 < 𝛼 < 2

𝑢𝑡0 = 𝜑                                                                                                                                               
      (1) 

Where (𝑐𝐷𝛼) is the Caputo fractional derivative, 𝑓, 𝑔: [𝑡0, +∞] × 𝐶([−𝑘, 0],  𝑅
𝑛) × 𝐶([−𝑘, 0],  𝑅𝑛) → 𝑅𝑛  are 

given continuous functions and 𝜑 ∈ 𝐶([−𝑘, 0],  𝑅𝑛). In 𝑢 ∈ 𝐶([𝑡0 − 𝑘, 𝑡0 +𝑚], 𝑅
𝑛) then for any 𝑡 ∈ [𝑡0 − 𝑘, 𝑡0 +

𝑚] then for 𝜛 ∈ [−𝑘, 0] defined by 𝑢𝑡(𝜛) = 𝑢(𝑡 + 𝜛).  
Consider 𝔇u(t) = u′(t, u(t)). Then (1)  becomes 

{
(𝑐𝐷𝛼) (𝑢(𝑡) − 𝑓(𝑡, 𝑢(𝑡), 𝔇u(t))) = 𝑔(𝑡, 𝑢(𝑡), 𝔇u(t)), 𝑡0 ≥ 0, 1 < 𝛼 < 2

𝑢𝑡0 = 𝜑                                                                                                                        
                            (2) 

This article is divided in the following sections: In section 2 we give the basic definitions, lemmas, theorems, 

which is we used in the upcoming section to resolve our main results. In the last section we discussed our main resuls. 

2  PRELIMINARIES 

In this section, we include the basic definitions, lemmas which we used throughout this paper. Let 𝐽 ⊂ ℝ and denote 

𝐶(𝐽, ℝ𝑛) be the Banach space of all continuous functions from 𝐽 into ℝ𝑛 with the norm ‖𝑢‖ = sup
t∈J
|𝑢(𝑡)|  where |. | 

represent the complete norm on ℝ𝑛. 

Definition 2.1 ([1.6]) The fractional integral of order 𝛼 for a function   h is defined as 

(𝑎𝐼
𝛼ℎ)(𝑡) =

1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1ℎ(𝑠)𝑑𝑠
𝑡

𝑎
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Definition 2.2 ([1,6]) The R-L derivative of order  is defined by 

(𝑎𝐷
𝛼ℎ)(𝑡) =

𝑑

𝑑𝑡
(

1

⎾(1 − 𝛼)
∫ (𝑡 − 𝑠)−𝛼ℎ(𝑠)𝑑𝑠
𝑡

𝑎

) 

Remark 2.3  The ultimate property of R-L fractional derivative is that for 𝑡 > 𝑡0 and 𝛼 > 0  we have  

𝐷𝛼(𝐼𝛼ℎ(𝑡)) = ℎ(𝑡) 

Definition 2.4 ([1,6]) For the function  in [𝑎, 𝑏], the Caputo fractional derivative of order 𝛼  is given by 

(𝑎
𝑐𝐷𝛼ℎ)(𝑡) =

1

⎾(𝑛 − 𝛼)
∫ (𝑡 − 𝑠)𝑛−𝛼−1ℎ𝑛(𝑠)𝑑𝑠
𝑡

𝑎

. 

Where 𝑛 = [𝛼] + 1 

Noticeably, Caputo's derivative of a constant is equal to zero. 

Note 2.5  Now we need to note that  hookup between R-L and Caputo's fractional derivative of order 𝛼 

(𝑐𝐷𝛼ℎ)(𝑡) =
1

⎾(𝑛 − 𝛼)
∫

ℎ𝑛(𝑠)

(𝑡 − 𝑠)𝛼+1−𝑛
𝑑𝑠 = 𝐷𝛼ℎ(𝑡) −∑

ℎ𝑘(𝑡0)

⎾(𝑖 − 𝛼 + 1)
(𝑡 − 𝑡0)

𝑖−𝛼

𝑛−1

𝑖=0

𝑡

𝑡0

 

= 𝐷𝛼 [ℎ(𝑡) −∑
ℎ𝑖(𝑡0)

𝑖 !
(𝑡 − 𝑡0)

𝑖

𝑛−1

𝑖=0

] ,    𝑡 > 𝑡0, 𝑛 − 1 < 𝛼 < 𝑛 

Theorem 2.6 (Krasnoselskii Fixed Point Theorem) [16] Let B is a real Banach space in  X, be a bounded, closed and 

convex and let 𝕋1 and 𝕋2 be operators on B satisfying the following conditions let 𝑠 ∈ 𝐵. 

• 𝕋1(𝑠) + 𝕋2(𝑠) ⊂ 𝐵 

• 𝕋1 is a strict contraction on B, (𝑖. 𝑒).,  there exists a 𝑙 ∈ [𝑎, 𝑏) such that  
‖𝕋1(𝑢) − 𝕋2(𝑣)‖ ≤ 𝑙‖𝑢 − 𝑣‖   ∀𝑢, 𝑣 ∈ 𝐵  

• 𝕋2 is continuous on B and 𝕋2 is relatively compact subset of X.    

Then there exists a 𝑦 ∈ 𝐵 such that 𝕋1𝑦 + 𝕋2𝑦 = 𝑦. 

3 Existence Results 

Let 𝐼0 = [𝑡0, 𝑡0 + 𝜆],  

𝔸(𝜆, 𝜗) = { 𝑢 ∈ 𝐶([𝑡0 + 𝑘, 𝑡0 + 𝜆],ℝ
𝑛)|𝑢𝑡0 = 𝜃, sup

t0≤t≤t0+λ
|𝑢(𝑡) − 𝜃(0)| ≤ 𝜌} 

Where 𝜆, 𝜌 are positive constants. 

To Prove our main result we need the following assumptions 

[A1]  The function 𝑔(𝑡, 𝜙,𝔇𝜙)is measurable with respect to t on 𝐼0, 

[A2]  The function  𝑔(𝑡, 𝜙,𝔇𝜙) is continuous with respect to 𝜙 𝑜𝑛 𝐶([−𝑘, 0], ℝ𝑛), 
[A3]  Let us define a continuous function 𝑓 ∈ (𝐶[𝑎, 𝑏] × ℜ × ℜ,ℜ) and 𝑢 ∈ 𝐶[𝑎, 𝑏] and there exists a positive 

constants 𝜏1, 𝜏2 and  such that 
‖𝑓(𝑡, 𝑢1, 𝑣1) − 𝑓(𝑡, 𝑢2, 𝑣2)‖ ≤ 𝜏1(‖𝑢1 − 𝑢2‖ + ‖𝑣1 − 𝑣2‖) 

             for each u1, u2,v1, v2in Y, 𝜏2 = maxt∈R‖f(t,0,0)‖ and 𝜏 = max{𝜏1,𝜏2}. Let Y=C[R,X] be                   the 

set of continuous functions on R  with in the Banach space X values. 

[A4]  Let us define a continuous function 𝑔 ∈ (𝐶[𝑎, 𝑏] × ℜ × ℜ,ℜ) and 𝑢 ∈ 𝐶[𝑎, 𝑏] and there exists a positive 

constants 𝔓1, 𝔓2 and  such that 
‖𝑔(𝑡, 𝑢1, 𝑣1) − 𝑔(𝑡, 𝑢2, 𝑣2)‖ ≤ 𝔓1(‖𝑢1 − 𝑢2‖ + ‖𝑣1 − 𝑣2‖) 

             For each u1, u2,v1, v2in Y, 𝔓2 = maxt∈R‖g(t,0,0)‖ and 𝔓 = max{𝔓1,𝔓2}.  Let Y=C[R,X] be                   

the set of continuous functions on R  with in the Banach space X values. 

[A5]  Let u′ ∈ C[a,b] satisfy the Lipschitz condition. i.e., There exists a positive constants ℘1, ℘2 𝑎𝑛𝑑 ℘such that 

‖𝔇(t,u) − 𝔇(t,v)‖ ≤ ℘1(‖u-v‖), 
                for all u,v in Y. ℘2 = maxt∈𝐷‖𝔇(𝑡, 0)‖ and ℘ = max{℘1, ℘2}. 

[A6] ∃ 𝜀1 ∈ (0, 𝛼) and a real valued function 𝔍(𝑡) ∈ 𝔏
1

𝜀1(𝐼0)  such that for any 𝑢 ∈ 𝔸(𝜆, 𝜌),  |𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)| ≤ 𝔡(𝑡) 
𝑓𝑜𝑟 𝑡 ∈ 𝐼0, 𝑤ℎ𝑒𝑟𝑒 𝔚(𝑡) = 𝜏 + ℘𝑡 𝑎𝑛𝑑 𝔡(𝑡) = 𝔓 + ℘𝑡 . 

[A7]  For any 𝑢 ∈ 𝔸(𝜆, 𝜗), 𝑓(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡) = 𝑓1(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡) + 𝑓2(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡), 
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[A8]  The function 𝑓1 is continuous and for any 𝑢1, 𝑢2 ∈ 𝔸(𝜆, 𝜗), 𝑡 ∈ (0,1), by using the assumption (A4) and (A5) 

we have ‖𝑓1(𝑡, 𝑢1𝔇𝑢1, ) − 𝑓1(𝑡, 𝑢2, 𝔇𝑢2)‖ ≤ [𝜏 + ℘𝑡]‖𝑢1 − 𝑢2‖. Take 𝔚 𝑖𝑠 𝜏 + ℘𝑡. 
[A9] The function 𝑓2  is bounded and it’s completely continuous for any 𝛯 in 𝔸(𝜆, 𝜗), the equicontinuous  set 

{𝑡 → 𝑓2(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡): 𝑢 ∈  𝛯 } in 𝐶(𝐼0, ℝ
𝑛). 

Lemma 3.1 If (A3) - (A5) are satisfied, then the estimate ‖𝔇u(t))‖ ≤ 𝑡(℘1‖u‖ + ℘2), ‖𝔇u(t) −𝔇v(t)‖ ≤ ℘𝑡‖u-v‖ are 

satisfied for any t ∈ R and u,v ∈ Y.   

Lemma 3.2 If (A1) - (A6) are satisfied and ∃  𝜆 ∈ (0, 𝑎)  𝑎𝑛𝑑  𝜗 ∈ (0,∞) then the IVP of (2) is equivalent to given 

equation for 𝑡 ∈ (𝑡0, 𝑡0 + 𝜆] 

{
𝑢(𝑡) = 𝜑(0) − 𝑓(𝑡0, 𝜑, 𝔇𝜑) + 𝑓(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡) +

1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1𝑔(𝑠, 𝑢𝑠, 𝔇𝑢𝑠)𝑑𝑠,    𝑡 ∈ 𝑡0
𝑡

𝑡0

𝑢𝑡0 = 𝜑                                                                                                                                                        
            (3) 

Proof: It is clear that by the assumption (A1) and (A2) in the interval 𝐼0 the function 𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡) is lebesque 

measurable and (𝑡 − 𝑠)𝛼−1 ∈ 𝔏
1

1−𝜀1([𝑡0, 𝑡]) 𝑓𝑜𝑟 𝑡 ∈ 𝑡0 . By using  assumption (A6) and Holders inequality we conclude 

that the  (𝑡 − 𝑠)𝛼−1𝑔(𝑠, 𝑢𝑠, 𝔇𝑢𝑠) is Lebesque  integrable in regard to 𝑠 ∈ [𝑡0, 𝑡] ∀ 𝑡 ∈ 𝐼0 & 𝑢 ∈ 𝔸(𝜆, 𝜗),   

∫ |(𝑡 − 𝑠)𝛼−1𝑔(𝑠, 𝑢𝑠, 𝔇𝑢𝑠)|
𝑡

𝑡0
𝑑𝑠 ≤ ‖(𝑡 − 𝑠)𝛼−1‖

𝔏

1
1−𝜀1(𝐼0)  

‖𝔡(𝑡)‖
𝔏

1
𝜀1(𝐼0)  

                  (4) 

Where ‖𝐺‖𝔏𝑝(𝐽) = (ʃ𝐽|𝐺(𝑡)|
𝑝𝑑𝑡)

1

𝑝  for all 𝔏𝑝- integrable  function 𝐺: 𝐽 → ℝ. 

Sympathetic  to Definition 2.1 and 2.3 obviously that the initial value problem of (2) clarification is 𝑢 and it is a solution 

of equation (3). 

Besides, if equation (3) is certain, then ∀ 𝑡 ∈ (𝑡0, 𝑡0 + 𝜆],  

(𝑐𝐷𝛼)(𝑢(𝑡) − 𝑓(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)) = (
𝑐𝐷𝛼) [𝜑(0) − 𝑓(𝑡0, 𝜑, 𝔇𝜑) +

1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1𝑔(𝑠, 𝑢𝑠, 𝔇𝑢𝑠)𝑑𝑠
𝑡

𝑡0

] 

              = (𝑐𝐷𝛼) [
1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1𝑔(𝑠, 𝑢𝑠, 𝔇𝑢𝑠)𝑑𝑠
𝑡

𝑡0

 ]   

  = (𝑐𝐷𝛼)(𝐼𝛼𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡))                            

                                = 𝐷𝛼(𝐼𝛼𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)) − [𝐼
𝛼𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)]𝑡=𝑡0

(𝑡 − 𝑡0)
−𝛼

⎾(1 − 𝛼)
  

                   = 𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡) − [𝐼
𝛼𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)]𝑡=𝑡0

(𝑡 − 𝑡0)
−𝛼

⎾(1 − 𝛼)
  

Sympathetic  to (4) we notice that [𝐼𝛼𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)]𝑡=𝑡0 = 0 which aid that 

 (𝑐𝐷𝛼)(𝑢(𝑡) − 𝑓(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)) = 𝑔(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡),   𝑡 ∈ (𝑡0, 𝑡0 + 𝝀]. This completes the proof. 

Theorem 3.3 If (A1)-(A9) are satisfied and assume that ∃  𝝀 ∈ (0, 𝑎) 𝑎𝑛𝑑 𝜗 ∈ (0,∞). Then the initial value problem of 

equation (2) has unique solution on [𝑡0, 𝑡0 + 𝜇] for some +ve number 𝜇. 

Proof:  Corresponding to the assumption (A7), and system (3) is comparable to the consecutive system  

{
 
 

 
 𝑢(𝑡) = 𝜑(0) − 𝑓1(𝑡0, 𝜑, 𝔇𝜑) − 𝑓2(𝑡0, 𝜑, 𝔇𝜑) + 𝑓1(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡) + 𝑓2(𝑡, 𝑢𝑡 , 𝔇𝑢𝑡)

+
1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1𝑔(𝑠, 𝑢𝑠, 𝔇𝑢𝑠)𝑑𝑠
𝑡

𝑡0
𝑢𝑡0 = 𝜑                                                                                                                                

 

Now  𝜑∗ ∈ 𝔸(𝜆, 𝜗) be defined as 𝜑𝑡0
∗ = 𝜑,   𝜑∗(𝑡0 + 𝑡) = 𝜑(0)    ∀  𝑡 ∈ [0, 𝜆].  If the initial value problem (2) has u is a 

solution,  let 𝑢(𝑡0 + 𝑡) = 𝜑
∗(𝑡0 + 𝑡) + 𝔵(𝑡),   𝑡 ∈ [−𝑘, 𝜆], then we have 𝑢𝑡0+𝑡 = 𝜑𝑡0+𝑡

∗ + 𝔵𝑡 ,    𝑡 ∈ [0, 𝜆].  𝑆𝑜 𝔵 satisfies the 

equation. 

𝔵(𝑡) = −𝑓1(𝑡0, 𝜑, 𝔇𝜑) − 𝑓2(𝑡0, 𝜑, 𝔇𝜑) + 𝑓1 (𝑡0 + 𝑡, 𝔵𝑡 + 𝜑𝑡0+𝑡
∗ , 𝔇(𝔵𝑡 + 𝜑𝑡0+𝑡

∗ ))           

+𝑓2 (𝑡0 + 𝑡, 𝔵𝑡 + 𝜑𝑡0+𝑡
∗ , 𝔇(𝔵𝑡 + 𝜑𝑡0+𝑡

∗ )) 

+
1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1𝑔(𝑡0 + 𝑠, 𝔵𝑠 + 𝜑𝑡0+𝑠

∗ , 𝔇(𝔵𝑠 + 𝜑𝑡0+𝑠
∗ ))𝑑𝑠

𝑡

𝑡0
                      (5) 

Whereas 𝑓1, 𝑓2 are continuous and 𝑢𝑡 is continuous in t, ∃ 𝜆′ > 0, 𝑤ℎ𝑒𝑛 0 < 𝑡 < 𝝀′ 

|𝑓1 (𝑡0 + 𝑡, 𝔵𝑡 + 𝜑𝑡0+𝑡
∗ , 𝔇(𝔵𝑡 + 𝜑𝑡0+𝑡

∗ )) − 𝑓1(𝑡0, 𝜑, 𝔇𝜑)| <
𝜍

4
                           (6) 

and  

|𝑓2 (𝑡0 + 𝑡, 𝔵𝑡 + 𝜑𝑡0+𝑡
∗ , 𝔇(𝔵𝑡 + 𝜑𝑡0+𝑡

∗ )) − 𝑓2(𝑡0, 𝜑, 𝔇𝜑)| <
𝜍

4
                           (7) 

https://www.thesaurus.com/browse/sympathetic
https://www.thesaurus.com/browse/sympathetic
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Prefer 𝜇 = {𝜆, 𝜆′, (
𝜗⎾(𝛼)(1+𝛾)1−𝜀1

2𝒢
)

1
(1+𝛾)(1−𝜀1)}                                                                               (8) 

Where 𝛾 =
𝛼−1

1−𝜀1
∈ (−1,0) & 𝐺 = ‖𝔡(𝑡)‖

𝔏

1
𝜀1(𝐼0)  

 

Define 𝔹(𝜇, 𝜗) = {𝑢 ∈ 𝐶([−𝑘, 𝜇], ℝ𝑛)|𝑢(𝑠) = 0 𝑓𝑜𝑟 𝑠 ∈ [−𝑘, 0] 𝑎𝑛𝑑  ‖𝑢‖ ≤ 𝜗}  and it is closed, convex and bounded 

subset of 𝐶([−𝑘, 𝜇], ℝ𝑛). 
Now we define the operator   𝒯1 𝑎𝑛𝑑 𝒯2 as  

𝒯1𝑢(𝑡) = {
−𝑓1(𝑡0, 𝜑, 𝔇𝜑) + 𝑓1 (𝑡0 + 𝑡, 𝑢𝑡 + 𝜑𝑡0+𝑡

∗ , 𝔇(𝑢𝑡 + 𝜑𝑡0+𝑡
∗ )) , 𝑡 ∈ [0, 𝜇]

0, 𝑡 ∈ [−𝑘, 0]                                                                                                     
  

𝒯2𝑢(𝑡) =

{
 
 

 
 −𝑓2(𝑡0, 𝜑, 𝔇𝜑) + 𝑓2 (𝑡0 + 𝑡, 𝑢𝑡 + 𝜑𝑡0+𝑡

∗ , 𝔇(𝑢𝑡 + 𝜑𝑡0+𝑡
∗ ))                                            

        +
1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1𝑔(𝑡0 + 𝑠, 𝑢𝑠 + 𝜑𝑡0+𝑠

∗ , 𝔇(𝑢𝑠 + 𝜑𝑡0+𝑠
∗ ))𝑑𝑠

𝑡

𝑡0

   , 𝑡 ∈ [0, 𝜇]

0, 𝑡 ∈ [−𝑘, 0]                                                                                                       

 

The operator equation has a solution 𝑢 ∈ 𝔹(𝜇, 𝜗)   ⟺ the equation (5) has solution 

 𝑢 = 𝒯1𝑢 + 𝒯2𝑢.                                                                       (9) 

Hence (2) has solution  𝑢(𝑡0 + 𝑡) = 𝔵𝑡 + 𝜑𝑡0+𝑡
∗  on [0, 𝜇].  

Therefore ∃ a existence solution of IVP (2)  and unique fixed point in 𝔹(𝜇, 𝜗) which is equivalent to the equation (9). 

Now we prove that 𝒯1 + 𝒯2 has a unique fixed point in 𝔹(𝜇, 𝜗) 
Step 1: 𝒯1𝑢 + 𝒯2𝑢 ∈ 𝔹(𝜇, 𝜗) for all pair 𝔶, 𝔷 ∈ 𝔹(𝜇, 𝜗).  

For all 𝔶, 𝔷 ∈ 𝔹(𝜇, 𝜗), 𝒯1 𝔶 + 𝒯2𝔷 ∈ 𝐶([−𝑘, 𝜇], ℝ
𝑛)|. As well as it is trivial that (𝒯1 𝔶 + 𝒯2𝔷)(𝑡) = 0  𝑡 ∈ [−𝑘, 0] 

Furthermore for 𝑡 ∈  [0, 𝜇], by the equation (6)-(8) and the assumption (A6) we have  
|(𝒯1 𝔶 + 𝒯2𝔷)(𝑡)|  

≤ |−𝑓1(𝑡0, 𝜑, 𝔇𝜑) + 𝑓1 (𝑡0 + 𝑡, 𝔶𝑡 + 𝜑𝑡0+𝑡
∗ , 𝔇(𝔶𝑡 + 𝜑𝑡0+𝑡

∗ ))|

+ |−𝑓2(𝑡0, 𝜑, 𝔇𝜑) + 𝑓2 (𝑡0 + 𝑡, 𝔷𝑡 + 𝜑𝑡0+𝑡
∗ , 𝔇(𝔷𝑡 + 𝜑𝑡0+𝑡

∗ ))|

+
1

⎾(𝛼)
∫ |(𝑡 − 𝑠)𝛼−1𝑔 (𝑡0 + 𝑠, 𝔷𝑠 + 𝜑𝑡0+𝑠

∗ , 𝔇(𝔷𝑠 + 𝜑𝑡0+𝑠
∗ ))| 𝑑𝑠

𝑡

0

 

                                   ≤
2𝜗

4
+

1

⎾(𝛼)
(∫ (𝑡 − 𝑠)

𝛼−1

1−𝜀1
𝑡

0
 𝑑𝑠)

1−𝜀

(∫ (𝔡(𝑠))
1

𝜀1
𝑡0+𝜆

𝑡0
)
𝜀1

   

                                   ≤
𝜗

2
+

𝒢𝜇(1+𝛾)(1−𝜀1)

⎾(𝛼)(1+𝛾)1−𝜀1
≤ 𝜗                    

 

∴  ‖𝒯1 𝔶 + 𝒯2𝔷‖ = sup
t∈[0,μ]

|(𝒯1 𝔶)(𝑡) + (𝒯2 𝔷)(𝑡)| ≤ 𝜗 

⟹ 𝒯1 𝔶 + 𝒯2 𝔷 ∈ 𝔹(𝜇, 𝜗) 
Step: 2 𝒯1 is a contraction on 𝔹(𝜇, 𝜗) 
For all 𝑢′, 𝑢′′ ∈ 𝔹(𝜇, 𝜗), 𝑢𝑡

′ + 𝜑𝑡0+𝑡
∗ ∈ 𝔸(𝜆, 𝜗) by using (A8) we attain 

|𝒯1𝑢
′(𝑡) − 𝒯1𝑢

′′(𝑡)| = |𝑓1 (𝑡0 + 𝑡, 𝑢
′ + 𝜑𝑡0+𝑡

∗ , 𝔇(𝑢′ + 𝜑𝑡0+𝑡
∗ )) − 𝑓1 (𝑡0 + 𝑡, 𝑢

′′ + 𝜑𝑡0+𝑡
∗ , 𝔇(𝑢′′ + 𝜑𝑡0+𝑡

∗ ))| 

                            ≤ 𝔚‖𝑢′ − 𝑢′′‖, 

⟹ |𝒯1𝑢
′ − 𝒯1𝑢

′′| ≤ 𝔚‖𝑢′ − 𝑢′′‖ 

∴ 𝒯1 is a contraction on 𝔹(𝜇, 𝜗). 
Step: 3 Here we prove that 𝒯2 is a completely continuous operator. 

Let  

𝕋1𝑢(𝑡) = {
−𝑓2(𝑡0, 𝜑, 𝔇𝜑) + 𝑓2 (𝑡0 + 𝑡, 𝑢𝑡 + 𝜑𝑡0+𝑡

∗ , 𝔇(𝑢𝑡 + 𝜑𝑡0+𝑡
∗ ))      𝑡 ∈ [0, 𝜇]

0, 𝑡 ∈ [−𝑘, 0]                                                                                      
     and  

𝕋2𝑢(𝑡) = {

1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1𝑔(𝑡0 + 𝑠, 𝑢𝑠 + 𝜑𝑡0+𝑠

∗ , 𝔇(𝑢𝑠 + 𝜑𝑡0+𝑠
∗ ))𝑑𝑠

𝑡

𝑡0
     𝑡 ∈ [0, 𝜇]

0, 𝑡 ∈ [−𝑘, 0]                                                                                      
  

Which means  𝒯2 = 𝕋1 + 𝕋2  

We know that the function 𝑓2 is completely continuous and 𝕋1 is continuous and {𝕋1𝑢: 𝑢 ∈ 𝔹(𝜇, 𝜗)} which is uniformly 

bounded. By the assumption (A9) we desist that the operator 𝕋1 is completely continuous. 

Besides for all 𝑡 ∈ [0, 𝜇], we have  

|𝒯2𝑢(𝑡)| ≤
1

⎾(𝛼)
∫ (𝑡 − 𝑠)𝛼−1|𝑔 (𝑡0 + 𝑠, 𝔵𝑠 + 𝜑𝑡0+𝑠

∗ , 𝔇(𝔵𝑠 + 𝜑𝑡0+𝑠
∗ )) |𝑑𝑠

𝑡

𝑡0
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≤
1

⎾(𝛼)
(∫ (𝑡 − 𝑠)

𝛼−1
1−𝜀1

𝑡

0

 𝑑𝑠)

1−𝜀

(∫ (𝔡(𝑠))
1
𝜀1

𝑡0+𝜆

𝑡0

)

𝜀1

 

≤
𝒢𝜇(1+𝛾)(1−𝜀1)

⎾(𝛼)(1 + 𝛾)1−𝜀1
 

Thus {𝒯2𝑢: 𝑢 ∈ 𝔹(𝜇, 𝜗)} is uniformly bounded. 

Next, we prove that {𝒯2𝑢: 𝑢 ∈ 𝔹(𝜇, 𝜗)} is equicontinuous . For all 0 ≤ 𝑡1 ≤ 𝑡2 ≤ 𝜇 and 𝑢 ∈ 𝔹(𝜇, 𝜗) 
|𝒯2𝑢(𝑡2) − 𝒯2𝑢(𝑡1)| 

= |
1

⎾(𝛼)
∫ [(𝑡2 − 𝑠)

𝛼−1 − (𝑡1 − 𝑠)
𝛼−1]𝑔(𝑡0 + 𝑠, 𝑢𝑠 + 𝜑𝑡0+𝑠

∗ , 𝔇(𝑢𝑠 + 𝜑𝑡0+𝑠
∗ ))𝑑𝑠    

𝑡1

0

+
1

⎾(𝛼)
∫ (𝑡2 − 𝑠)

𝛼−1𝑔(𝑡0 + 𝑠, 𝑢𝑠 + 𝜑𝑡0+𝑠
∗ , 𝔇(𝑢𝑠 + 𝜑𝑡0+𝑠

∗ ))𝑑𝑠
𝑡2

𝑡1

  | 

≤
1

⎾(𝛼)
∫ [(𝑡2 − 𝑠)

𝛼−1 − (𝑡1 − 𝑠)
𝛼−1]|𝑔(𝑡0 + 𝑠, 𝑢𝑠 + 𝜑𝑡0+𝑠

∗ , 𝔇(𝑢𝑠 + 𝜑𝑡0+𝑠
∗ ))|𝑑𝑠

𝑡1

0

 

       +
1

⎾(𝛼)
∫ (𝑡2 − 𝑠)

𝛼−1|𝑔(𝑡0 + 𝑠, 𝑢𝑠 + 𝜑𝑡0+𝑠
∗ , 𝔇(𝑢𝑠 + 𝜑𝑡0+𝑠

∗ ))|𝑑𝑠
𝑡2
𝑡1

 

≤
𝒢

⎾(𝛼)
(∫ [(𝑡2 − 𝑠)

𝛼−1 − (𝑡1 − 𝑠)
𝛼−1]

1
1−𝜀1

𝑡1

0

)

1−𝜀1

+
𝒢

⎾(𝛼)
(∫ [(𝑡2 − 𝑠)

𝛼−1]
1

1−𝜀1

𝑡2

𝑡1

)

1−𝜀1

 

≤
𝒢

⎾(𝛼)
(∫ (𝑡2 − 𝑠)

𝛾 − (𝑡1 − 𝑠)
𝛾

𝑡1

0

)

1−𝜀1

+
𝒢

⎾(𝛼)
(∫ (𝑡2 − 𝑠)

𝛾
𝑡2

𝑡1

)

1−𝜀1

 

≤
𝒢

⎾(𝛼)(1 + 𝛾)(1−𝜀1)
(𝑡1
1+𝛾

− 𝑡2
1+𝛾

+ (𝑡2 − 𝑡1)
1+𝛾)

1−𝜀1
+

𝒢

⎾(𝛼)(1 + 𝛾)1−𝜀1
(𝑡2 − 𝑡1)

(1+𝛾)(1−𝜀1) 

≤
2𝒢

⎾(𝛼)(1+𝛾)(1−𝜀1)
(𝑡2 − 𝑡1)

(1+𝛾)(1−𝜀1), 

∴ 𝒯2  is equicontinuous, Furthermore , we know that 𝒯2 is continuous. Thus 𝒯2 is completely continuous operator . Also 

𝒯2 = 𝕋1 + 𝕋2 is completely continuous operator . By using the theorem (2.6) 𝒯1 + 𝒯2 has unique fixed point on 𝔹(𝜇, 𝜗). 
Suppose that 𝑓1 = 0,  we get the following result 

Theorem: 3.4  If (A1)-(A6) satisfied such that ∃ 𝜆 ∈ (0, 𝑎) 𝑎𝑛𝑑  𝜗 ∈ (0,∞) and  

[A10] The function 𝑓 is continuous and for any 𝑢1, 𝑢2 ∈ 𝔸(𝜆, 𝜗), 𝑡 ∈ (0,1), by using the assumption (A4) and 

(A5) we have ‖𝑓(𝑡, 𝑢1𝔇𝑢1, ) − 𝑓(𝑡, 𝑢2, 𝔇𝑢2)‖ ≤ 𝔚‖𝑢1 − 𝑢2‖ 

Then the given system(2) has atleast one solution on the interval [𝑡0, 𝑡0 + 𝜇] for some positive integer 𝜇. 

If suppose that 𝑓2 = 0,  we get the following result. By Theorem (2.6) 𝒯1 + 𝒯2 has unique fixed point on 𝔹(𝜇, 𝜗). 
Suppose that 𝑓1 = 0,  we get the following result 

Theorem: 3.5  If (A1)-(A6) satisfied such that ∃ 𝜆 ∈ (0, 𝑎) 𝑎𝑛𝑑  𝜗 ∈ (0,∞) and  

[A1] The function 𝑓 is continuous and for any 𝑢1, 𝑢2 ∈ 𝔸(𝜆, 𝜗), 𝑡 ∈ (0,1), by using the assumption (A4) and (A5) we 

have ‖𝑓(𝑡, 𝑢1𝔇𝑢1, ) − 𝑓(𝑡, 𝑢2, 𝔇𝑢2)‖ ≤ 𝔚‖𝑢1 − 𝑢2‖ 

Then the given system (2) has atleast one solution on the interval [𝑡0, 𝑡0 + 𝜇] for some positive integer 𝜇. 
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