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Abstract:  

A brain tumor is formed by a group of tissue where anomalous cells aregradually added and the most challenging task is 

classifying brain tumor using magnetic resonance imaging (MRI) to provide treatment for affected patients. Generally, 

tumor detection and classificationfor brain MRI images are investigated by human. Images are interpreted based on the 

classification for which several approaches are designed. Information about anatomical patterns and abnormal tissues are 

obtained from segmentation of brain tumor MRI using the proposedRFCNN segmentation technique. Here the dataset of 

patients with earlier symptoms of brain tumor has been taken along with their pre-historic medical data. Segmentation 

has been done for predict the presence of brain tumor whether it is mutation of primary tumor cells (non-cancerous) or 

secondary tumor cells (cancerous).The proposed neural model can analyse MRI images for detecting the cell mutation 

and pre-processing of input images to eliminate the parts like skull or vertebral column in advance. The efficiency of the 

method proposed using a MRI image dataset is compared against existing machine learning and deep learning models. 

From the results, it is observed that this proposed model obtained a remarkable accuracy, AUC, precision, recall and F-1 

score for tumor classification than the methods which used the same dataset.   
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1. Introduction:  

In human body, the brain is an enormous and complex organ that controls the whole nervous system, and it contains 

around 100-billion nerve cells [1]. This essential organ is originated in the center of nervous system. Therefore, any kind 

of abnormality that exists in the brain may put human health in danger. Among such abnormalities, brain tumors are the 

most severe ones. Brain tumors are uncontrolled and unnatural growth of cells in the brain that can be classified into two 

groups such as primary tumors and secondary tumors. The primary tumors present in the brain tissue, while the secondary 

tumors expand from other parts to the brain tissue through the bloodstream [2]. Among the primary tumors, glioma and 

meningioma are two lethal types of brain tumors which may lead to death if not diagnosed at  theearlier stage [3]. In fact, 

the most common brain tumor in humans is glioma [4]. As per World Health Organization (WHO), brain tumorsare 

categorized as four grades. The grade 1 and grade 2 tumors describe lower-level tumors (e.g., meningioma), while grade 

3 and grade 4 tumors consist of more severe ones (e.g., glioma). In clinical aspects, the rate of incidence for meningioma, 

pituitary, and glioma tumors are approximately 15%, 15%, and 45%, correspondingly.There are different ways to treat 

brain tumors based on itssize, location, and type. Commonly, surgery is the treatment for brain tumors as it has no side 

effects on the brain [5]. Various types of medical imaging techniqueslike computed tomography (CT), magnetic resonance 

imaging (MRI) and positron emission tomography (PET)are available which are involved in observing the conditions of 

internal humanorgans. Among all these imaging modalities, MRI is considered most preferable as it is the only non-

invasive and nonionizing modality that offers valuable information in 2D and 3D formats about brain tumor type, size, 

shape, and position [6]. However, manually reviewing these images are hectic, consumes more time and even there are 

chances for errors due to the influx of patients [7]. To address this problem, the development of an automatic computer-

aided diagnosis (CAD) model is necessary to alleviate the function of classification and diagnosing brain MRI which is 
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supportive for radiologists and doctors. Several efforts have been made to develop a highly accurate and robust solution 

for the automatic classification of brain tumors. Nevertheless, due to the variations in inter and intra shape, contrast and 

texture, classification and diagnosis is still a challenging task. The traditional machine learning (ML) techniques rely on 

handcrafted features, which restrains the robustness of the solution. Whereas the deep learning-based techniques 

automatically extract meaningful features which offer significantly better performance. However, deep learning-based 

models are in need of numerous annotated data for training, and acquiring such data is a challenging task. To obtain a 

solution for these issues, this studyproposes a hybrid solution that exploits (1) region based fast convolutional neural 

networks (RFCNN) as segmentation to segment powerful and discriminative deep features from brain MRI, and (2) 

various ML classifiers to identify the normal and abnormalimages. Also, to investigate the benefits of combining features 

from different RFCNN models, we designed the novel segmentation for the MRI-based brain tumor classification task.  

The layout of this study is presented as follows: The works related to this research work is discussed in Section 2. The 

proposed model is presented in Section 3. The experimental setup along with its results are discussed in Section 4. The 

conclusion is described in Section 5.  

2. Related Works:  

In the past, development of machine learning approaches helped in discovering the featuresrepresenting data which is the 

basis for Deep Neural Networks (DNNs) [8], transforming the problems to solutions from feature-driven into data-driven. 

Within DNN, in several applications, Convolutional Neural Networks (CNN) [9] and Fully Convolutional Networks 

(FCN) [10] were applied. Generally, these are extensivelyemployed in image processing [11] and particularly in analysing 

medical images [12]. Deep Learning has greater impact in designing medical imaging systems and several technologies 

were widely developed over the past few years [13]. The advancements in this field have motivated machine learning 

scientists and radiologists. In [14], fully convolutional system was used with BRATS 2013 databasse, next tokNN 

classifier[15]. Several recent classification methods ofbrain tumor using Deep Learning involves CNNs or FCNs. In [16], 

multi-scale CNN was used for segmenting brain tissues and white matter hyperintensities. Imaged from MRBrainS13 

[17] was used in evaluating CNN architecture. In [18], U-net based on CNN was designed for segmenting neural patterns 

in electron microscopy images. This was named as U as it involved 5stages of convolutional and de-convolutional each. 

The aim was in segmenting brain tumor regions with no classification. In [19], new Deep Learning technique was 

developed for segmentation and classification of tumor. In [20], a deep learning classifier was designed in combination 

with discrete wavelet transform (DWT) and principal components analysis (PCA) for the classification of a dataset into 

three classes of brain tumors. In [21], a two-layer CNN architecture was designed for classification of tumors. In [22],CNN 

methodwas involved in classification and KELM approach was used as a learning algorithm which took the features 

extracted by CNN as inputs. This model contains several layers of hidden nodes. In [23], a CNN network with 16 

convolution layers was designed. In [24], a hybrid approach was presented which combined the criteria of CNN and 

genetic algorithm (GA) to enhance the network architecture.  

In MR imaging classification, a key challenge lies in reducing the semantic gap between the high-level and lowlevel 

visual information obtained by tumor evaluator and MR imaging machine respectively. For this, a famous deep learning 

approach called convolutional neural networks (CNNs) can be used as a feature extractor to capture the relevant features 

for classification. Feature maps in the initial layers and higher layers of CNNextracts low-level and high-level content 

(domain) specific features, respectively. Feature maps in the earlier layer construct simple structural information, for 

instance, shape, textures, and edges, whereas these low-level features are combined in higher layers to construct efficient 

model by integrating the global and local information.  

3. System Model:  

This section discuss about the proposed technique for detecting brain tumor by analysing the cell python 

Objective_2\preprocess.pyof brain. The overall architecture has been given in figure-1.  
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Figure-1 Proposed Architecture for brain tumor detection 

From the above image, initially the dataset has been pre-processed for noise removal, filtering and image resizing. Then 

the pre-processed image has been segmented using proposed region based fast convolutional neural network. Then output 

of RFCNN will be segmented brain image and then the analysis for cell mutation is carried based on the confusion matrix 

of simulation output. By this the presence of brain tumor has been predicted and determined through parametric measures 

like accuracy, precision, recall, F-1 score, True positive and false positive rates.  

3.1 Pre-processing of input training image:  

Histogram pixel localization is used to enhance contrast. It is not necessary that contrast will always be increase in this. 

Then the noise of image has been removed using median filter which is integrated here. On basis of theory of probability, 

gray mapping for pixels has been recognized by Histogram pixel localization algorithm and gray functions as well as their 

transforms of the histogram has been parallel, even also they levelled up the gray scales, which leads to the function of 

enhancing the image has been attained. When the value of gray scale in input image pixel is  (0≤ ≤1) then the probability 

of their intensity is p(r), the value of gray scale for the image which is enhanced is  (0≤ ≤1) then the probability of their 

intensity is p(s), along with their operation of mapping is s=T(r). According to the histogram physics, it is clear that every 

bar on the equalized histogram is of the equivalent height. That is shown by eq. (1)  

() = ()                                            (1)  

When s=T(r) is a operation that maximizes gradually with their time interval along with their operation of inverse as r 

=T1 (s) is a monotonic operation. Based on (1), () is assumedasin eq. (2),  

()= () r =T1(s)= () =1              (2)  

 ⁄ () 

The algorithm for normalization of conventional histogram: By the circumstances of discrete, the correlation among i (the 

value of gray scale in input image pixel) along with  (the value of gray scale for the image which is enhanced) is shown 

in eq. (3)  

=(−1)()=(−1)∑                       (3)  

The number of levels in grayscale available in input image is given as m, the number of image pixel by their gray scale 

level of k th range is given by qk, the image with average number of pixel is given by Q. when image is with various 

grayscale levels has been represented as n, then their rate of probability for ithgray scale level is pi, then their level of 

grayscale of entropy has been given eq. (4)  

()=− log                                      (4)  

Entropy of entire image is given eq. (5)  

=∑ ()=−∑ log                       (5)  

The entropy can be attained their maximum level only when = =⋯.= = .  
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When the image has equal distribution of histogram has been attained through the maximum entropy of the image. The 

equation (3) shows the level of maximized dynamics of the image by this normalization. The property of normalization 

has been extended quantization interval.  

3.2 Performance of median filter for noise reduction:   

Since median filter is nonlinear filter, their arithmetic evaluation has been comparatively complicated by random noise 

of image. By normal distribution of zero mean image, the variance of noise for filtering by median filter is given eq. (6),  

.                                      (6)  

The variance of input power with noise is given by , the mask of median filter size is given as, the intensity of noise by 

their operation has been given as (’). The whole filtering of variance by noise is given eq. (7),  

 =                                                         (7)  

Equating equation 6 and 7, the impacts of median filter has been relies on two aspects, mask size and the noise distribution. 

The performance of filtering process of median for random noise has become optimized by minimizing than the simulation 

of typical filtering process, however for noise which is impulse, specifically contracted pulses has been apart as well as 

the breadth of pulses has been minimized by n/2, so the filtering process by median filter is highly efficient. The median 

filter has been enhanced when the median filtering is integrated with the average filtering where they can resize their 

mask in accordance with noise intensity.  

3.3 Region based fast convolutional neural networks (RFCNN):  

The training of RFCNN usually initiate (figure 2) with classification of image net with application of source along with 

their dataset, also network training done using supervision, along with the transform of network for the application of 

target with their dataset by fine-tuning of supervision. This technique has been correlated by general learning of multi-

task but the sequential task has been trained along with extreme simulating by target task.  

 

Figure 2- Proposed RFCNN architecture 

Subsequently CNN has layer of fully connected cannot be handled by the indication frequency along with their varied 

objects. Thus the way to utilize sliding window brute force search in selecting the region along with the application CNN 

technique with that, here the problem is that this technique same for object depicts the image by various size and ratio of 

aspect. During the consideration of these parameters there exist maximum region for proposal also there the CNN is 

applied. The system of RFCNN functions by the algorithm of selective search which usually creates 2000 region for 

proposal. All the region proposal has been offered by CNN architecture which evaluates the feature of CNN. For 

classification these features are passes over the SVM model in which the object has been presented for region proposal. 

To execute the bounding box regressor, the object localization has been required by the image with higher accuracy.   

In general RFCNN has 5 major stages:  
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1. The input image undergoes Selective search operation where they can select various proposed regions of maximum 

standard. Usually these proposed regions have been selected with various scales along with the various size and 

shape. Every proposed region has been labelled forcategory and ground-truth bounding box.   

2. CNN is selected and placed for pre-training which has been minimized before the layer of output. Each proposed 

region has been transmitted to input dimensions needed through the network along with the evaluation uses for 

resulting features that are extracted by the proposed regions.  

3. Each proposed region has been combined with features and class of labelling, where their example is for training 

the various SVM in classification of object. For determining each SVM particular classes are required.   

4. Every proposed region has been combined with features along with box of bounding label where this has example 

in training model of linear regression for ground-truth bounding box prediction.  

5. Even though pre-trained CNN models have been used by RFCNN for efficient feature extraction from the image, 

then the speed has been reduced by main downside. Since we use numerous proposed regions for single image, this 

requires the evaluation from CNN in detecting the tumor.   

3.4 Loss Function  

The loss function which is a multi-task loss is given as  

({},{})= ∑  (,∗)+ ∑ ∗  (,∗)                    (8)  

Here, pᵢ denotes the probability of predicted output, pᵢ* represents ground truth, tᵢ indicates the predicted bounding box, 

tᵢ* is the ground truth of the bounding box and is the classification loss while smooth loss is represented as Lreg.  

The offset in regression is computed from the closest anchor box. Anchor boxes acts as region proposals in order to link 

this with region proposal approach. The feature map with 40*60 of size contains 40*60*9 ~ 20000 anchor boxes in total. 

Every anchor box do no tproduce loss during training. When IOU > 0.7, anchors are assigned with positive labels and 

when IOU <0.3, negative labels are assigned. Anchors labelled as neither positive nor negative, have no contribution 

towards then objective of training. Anchors with Crossboundaries are ignored.  

3.5 RoI Pooling layer and Classifier layer   

• The function RoI Pooling processes RoI producing an output with specific size using max pooling. Every ROI 

given as input is split as sub-cells to which max pooling is applied. Total sub-cells is the shape dimension of output. The 

last layer of the model is the classifier layer which is next to RoI Pooling layer. This is used for predicting class name for 

every anchor given as input and regression for bounding box.  

• ROI pooling layer, a distinct case of spatial pyramid pooling (SPP) layer, has one level of pyramid. Features of 

selected proposal windows are divided into sub-windows with h/H by w/W as its size. Pooling operation is performed at 

every sub-window which produces fixed-size output features with H x W as its size which is not based on the size of the 

input. H and W are selected in such a way that output is compatible with FC layer in the network. Similar to that of regular 

pooling, ROI pooling is performed separately in each channel.  

• ROI Pooling layer outputs the features which are fed to the FC layers softmax and BBregression branches. The 

former yields probability values for every ROI of K classes and one class of catch-all background. While the latter is 

involved in making precise bounding boxes from region proposal algorithm.  

3.6 Performance analysis:  

The experimental results of the proposed RFCNNfor the brain cell mutation detection is discussed in this section.The 

commonly used openly availabledataset from figshareis used to evaluate the algorithms. It comprises of 3064 MRI brain 

images of .mat format with size 512x512 which belong to the T1-CE MRI modality including coronal, sagittal and axial 

views. It contains 1426 MRI brain images with glioma, 708 images for meningioma and 930 images corresponding to 

pituitary tumor. GoogLeNetdesigned for RGB images has the input layer with size 224x224x3.  



JOURNAL OF ALGEBRAIC STATISTICS 

Volume 13, No. 3, 2022, p. 740-751 

https://publishoa.com 

ISSN: 1309-3452 

745 

3.7 Experimental setup  

The entire implementation of the proposed RFCNN is carried out in Python and the system configuration is PC with 

Ubuntu, 4GB RAM, and Intel i3 processor.  

3.8 Performance Metrics  

The confusion matric considered evaluation is based on the evaluation of other parameters like accuracy, precision, recall, 

and F1 - Score. The stated parameters are evaluated with the estimation of True Positive (TP), False Negative (FN), True 

Negative (TN), and False Positive (FP).   

3.8.1 Accuracy: It defined the number of correctly predicted values to the total predictions. It is defined in equation 

(9)  

 Accuracy TP TN                             (9)  

TP TN  FP  FN 

3.8.2 Recall or Sensitivity: It is defined as the correctly predicted value to the total prediction value. It is defined in 

equation (10)  

Recall  TP        (10) TP  FN 

3.8.3 Precision: It provides the ratio of true positive values to the total predicted values. It is stated in equation (11)  

 Precision  TP                    (11)  

TP  FP 

3.8.4 F1 - Score: It provides the ratio between average mean of precision and recall. F1- 

Score is stated in equation (12)  

F1 Score  2* Precision*Recall                                       (12) Precision Recall 

3.8.5 Confusion Matrix: It provides the efficiency of the proposed model with a comparative analysis of actual and 

predicted values. The analysis is based on the estimation of TP, FN, FP, and TN. It is represented in equation (13)  

 TP FP  

 ConfusionMatrix FN TN                              (13)  

Where, True Positive (TP) is stated as forecast value which is anticipated as positive an AI model.   

False Positive (FP) is defined as forecast value which is estimated as negative initially and later anticipated as positive in 

AI model.   

True Negative (TN) demonstrated forecast value as negative and anticipated as unfavorable for AI model.   

False Negative (FN) is stated as forecast value which is estimated as positive initially and later anticipated as negative in 

AI model.   

Confusion matrix for cancer detection using proposed method is given by figure-3.Here the actual class and predicted 

class have been calculated with the confusion matrix based on normalization. 
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Figure-3 Confusion matrix 

Table-1 shows overall parametric analysis comparatively between existing and proposed technique. Thefigures show 

comparative analysis graphically.  

Table-1 Overall Performance  

Parameters  CNN  KNN  SVM  RFCNN  

Accuracy  88  89  91  93  

Precision  86  85  84  87  

Recall  77  75  76  79  

F1-Score  79  80  81  82  



JOURNAL OF ALGEBRAIC STATISTICS 

Volume 13, No. 3, 2022, p. 740-751 

https://publishoa.com 

ISSN: 1309-3452 

747 

 

Figure-5  Comparison of Precision 

  

 



JOURNAL OF ALGEBRAIC STATISTICS 

Volume 13, No. 3, 2022, p. 740-751 

https://publishoa.com 

ISSN: 1309-3452 

748 

 

Figure-6   Comparison of Recall 

 

Figure-7   Comparison of F1- score 
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Figure-8 Comparative analysis of AUC 

 

Figure-9 Comparison of TPR and FPR 

The above figure 4-9 shows the performance of proposed model of brain tumor cell mutation. The performance of this 

model is estimated with fivefold cross-validation for classification. The 4 sets of data are used for training while the other 

for testing. Here the parameters analysed are accuracy, precision, recall, F1- score, AUC, TPR and FPR. By this analysis 

it is evident that the proposed technique shows enhanced output for tumor detection. The RFCNN obtained accuracy of 

93 %, precision of 87%, recall of 79% and F1- score of 82%. The plot for accuracy, precision, recall and F-1 score has 

been taken with each parameter versus epochs. Classification of datasets has been achieved by these parametersusing the 

proposed model after 294 iterations which shows the effectiveness of the proposed model for the classification of brain 

tumor.  

Conclusion:  

Brain tumor is formed due to the abnormal cells of brain or central spine canal which can either be cancerous or 

noncancerous. The former is termed as malignant while the latter is benign. When a growth is found on the tumor, there 

is an increase in the pressure on skull. Further, brain tumors are classified as primary or secondary. The former originates 

from brain while most of them are benign. The latter, also termed as metastatic brain tumor, is experienced due to the 

spreading of the cancer cells to brain from other parts of the body. Death rate can be reduced by saving lives when tumors 

are detect at the early stage. Brain tumor detection undergoes several complex stages and is also time consuming. This 

paper proposed segmentation technique in detecting tumor using RFCNN. Here the segmented data is used for analysing 

the cell mutation in detecting whether it is cancerous cell or non-cancerous cell. By this analysis the primary and secondary 

type of brain tumor has been segmented.Once the segmentation is carried out, the prediction for presence of tumor has 

been done by obtaining the confusion matrix. The actual and predicted class shows the presence of cancerous cell or non-

cancerous cell. Finally, by experimental results, the accuracy obtained is 93%, precision of 87%, recall of 79% and F1- 
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score of 82%. When compared with existing techniques, the proposed technique obtains enhanced results in detecting 

tumor. In future, this method can be enhanced for categorical classification like identifying the types of brain tumor or 

can be involved in detectingthe other abnormalities in brain. Moreover, this developed system is expected to be effective 

for early diagnosis of disease in other domains like ling or breast cancer as their death rate is high across the world. This 

model can even be used in other scientific fields where larger dataset is not available or other transfer learning approaches 

can be used with this proposed model.   
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