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Abstract 

Social media and online forums are the communication mediums through which people can share their opinions, 

thoughts, ideas, views, etc. It will be helpful for a common man to understand things from different perspectives for 

making a crucial decision. It generates data in different varieties like text, image, audio, video, etc. The text data possess 

valuable information but it is hard to extract it as the data are in an unstructured format. It is the majorly contributed 

source in social media. The innovation of text mining is used to explore the hidden pattern and classify the data into 

their categories. Our proposed system uses IMDB movie review as a dataset which consists of positive class and 

negative class having 1000 text reviews in each class. Our proposed system employs word2vec for representing features 

in a text corpus and uses machine learning algorithms viz. K Nearest Neighbor, Logistic regression, and linear support 

vector machine to classify the text reviews. Adjective and adverb words are the two significant features that qualify 

nouns and verbs in the texts. These features are dependent on sentiment classification. These informative features could 

be extracted by integrating wordnet with a lexical database. Redundant and Irrelevant features are considered noise that 

could be ignored by using effective feature optimization techniques such as genetic algorithms. The proposed work 

provides remarkable performance in terms of accuracy 75%, precision 75%, recall 75%, and f1-score 75%. 

1. Introduction 

Social media becomes part of our life for accessing information, sharing our thoughts, educating the public about the 

natural calamities, protesting against any societal issue, etc[8][9]. On average, billions of tweets are generated in a 

day[7]. The message posted in tweets may include text, videos, photos, etc. Almost 80% of data is in the text but not 

easy to access the data. Text Data are in the unstructured format as they are not identified by discernible patterns. It 

requires text mining techniques for gathering the text data from heterogeneous sources, cleansing the text data, and then 

transforming the text data for further analyzing it.  

The origin of machine learning algorithms creates a wider span of applications in every other domain. Machine learning 

is the subfield of Artificial Intelligence. There are two broad categories of machine learning algorithms. They have 

supervised learning and unsupervised learning. In supervised learning, the machine learns the data, understands their 

relationships, and extracts their hidden pattern during the training phase. During the testing phase, it categorizes the 

unseen data into their predefined classes based on hidden patterns of the data [1][12]. Text classification belongs to 

supervised learning. Text classification is an important technique in machine learning algorithms that predicts the 

classes of text data [11]. It is extensively used in applications such as spam detection, sentiment classification, pattern 

recognition, fake news detection, etc. In unsupervised learning, it does not require predefined class labels instead it 

automatically groups the data based on the similarities of text data. Text Clustering belongs to an unsupervised machine 

learning algorithm. It is widely used in applications like customer segmentation, speech recognition, video 

segmentation, DNA sequencing, etc. Our proposed work is sentiment classification which belongs to supervised 

learning. 

Our contribution to the proposed work is to collect movie review dataset from online repository. We use wordnet to 

extract adjective and adverb features from the text data.  Word2Vec is a feature representation model to transform the 

text features into its vector representation. It is a well-known word embedding model that captures syntactic and 
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semantical organization of the feature vector. Then we employ feature selection to detect optimal feature subsets by 

using Genetic Algorithm. Finally, we adopt machine learning algorithms such as Linear SVC, Logistic Regression and 

K-Nearest Neighbor to perform text classification. We evaluate the proposed work by means of performance measures 

such as precision, recall, accuracy and f1-score. We prepare documentation of our work like research article. In future, 

we plan to extend our work by developing hybrid model for feature extraction purpose to improvise our result. 

The paper is organized as follows. Section 2 briefly explain the related works of our proposed work. Section 3 

elaborately discusses the proposed work and its operations. Section 4 describes the experimental analysis. Section 5 

presents the results and its discussion. Section 6 concludes our proposed work and briefly outlines the future 

enhancement. 

2. Related Works 

Feature extraction is an important technique that in turn removes noisy and redundant features in the texts. The Latent 

Semantic Analysis (LSA) which uses Singular Value Decomposition (SVD) is a widely used conventional method for 

reducing the dimensionality in texts. It solves the discrepancy caused by synonym and polysemy problems [3]. It 

factorizes the data matrix and provides it in a lower-dimensional space where each consecutive dimension captures the 

largest degree of variability. SVD is given by UΣVT in which U refers to document aspect matrix, V refers to word 

aspect matrix and Σ refers to a diagonal matrix of singular values. It is applicable, particularly for texts. In this way, it 

finds optimal factors that best predict the outcome. The existing system used SVD with machine learning algorithms 

was used for text classification provided better results performance-wise[3]. The recent advancement of deep learning 

algorithms reveals that it does not require hand-crafted features designed by domain expertise instead it automatically 

learns features from the input data. But it needs a complex structure for building the neural network. It also consumes 

longer computational time and space [13].By concerning these fact we restrict ourself focusing on machine learning 

algorithms in performing text classification with suitable feature selection algorithm. 

3. Proposed System 

The proposed system consists of modules such as Text Pre-processing, Feature Representation, PoS tagging, Feature 

Selection, and Text Classification.  

A. Text Pre-processing 

The text pre-processing includes tokenization, stop word removal, and lemmatization [4]. 

Tokenization 

The text reviews are pre-processed by transforming them into lower case. Tokenization is a process that converts texts 

into tokens. These tokens are uniquely identified and are kept in Information Retrieval Dictionary for future reference. 

Stop word removal 

Text reviews are high-dimensional. Almost 40% of features are redundant and irrelevant and are considered noise. Stop 

word removal is a process that eliminates these noisy features from the text reviews to fasten the computational time 

and space. 

Lemmatization 

Lemmatization is the process that finds the base word of the given feature in the dictionary. Say for example the word 

“connect” is the base word present in the dictionary for representing the words connects connection etc.[1]. 

B. Feature Representation 

Word2Vec is the feature representation is used in our proposed work. Because of its advantages like it is capable to 

capture semantic-syntactic analysis of the text data. It also preserves word order and contextual information of the input 

text data. It constructs a co-occurrence matrix which consists of unique words in the vocabulary represented in the rows 

and columns. Each cell has the value representing the number of times the words co-occurred together. It provides a 

vector representation of each word in the text data. 
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C. PoS tagging 

PoS tagging helps to extract nouns, verbs, adjectives, adverbs, etc. from the input text data. It is a necessary technique 

that contributes more to identifying features and its part-of-speech. WordNet a lexical database is used to detect the PoS 

of the input text data[5]. As our dataset is all about the movie review dataset, it needs to extract adjective and adverb 

features that could maximize the text classification. SentiWordNet is also integrated to compute the score of positive 

and negative features to perform text classification with minimal computational complexity.  

D. Feature Selection 

The Genetic Algorithm is the bio-inspired algorithm that is first introduced by Prof.John Holland in 1975. It is used to 

solve complex problems. It is purely based on the concepts viz. natural genetic and natural evolution proposed by 

Gregor John Mendel and Charles Darwin respectively. It is a non-deterministic polynomial-time (NP) hard problem and 

is a computationally expensive algorithm. It replicates the human reproduction system. It consists of three processes 

selection, reproduction, and mutation. In the selection process, the two fittest individuals in the population mate 

together to generate two or more offspring. In the reproduction process, only the fittest offspring are generated which in 

turn involves in next generation. It is a continual process till the world exists. In mutation; the cross-over operation is 

performed to make drastic changes in the chromosomes of the parents. It results from the process to make forcefully 

dynamic when variation in the population is going to stable. It is a necessary process for each generation. Here the 

population is randomly initialized and produces the potentially fittest new generation at each iteration for future 

reproduction. 

 It is a technique that performs a random search for finding the best solution among a group of solutions in the available 

data [4]. Likewise, the Genetic Algorithm (GA) generates optimal feature sets through the number of iterations until it 

converges. The convergence criterion here is finding the best feature set compared to the previous one for performance 

improvement. It is an optimization searching technique very difficult to model mathematically. It is an iterative process 

that may end up with a near-optimal solution. 

GA operators 

Encoding scheme 

The binary encoding scheme is fast and is readily available for any optimization problem. In our proposed system, we 

use a binary encoding type for representing the feature selection. If the feature is selected, then the feature value is 1. If 

it is not selected, then the feature has a value of 0. 

Selection scheme 

We use a roulette wheel selection mechanism in our proposed system. The fittest individual is selected based on their 

fitness value. The fitness value is computed by the error function. The cost incurred by using the objective function is 

used for minimizing the error. The wheel is rotated in a clockwise or anti-clockwise direction then it points to the 

winner at the stopping of rotation. 

 

Fig.1 Roulette wheel selection mechanism 

The cost function or objective function is given by, 

        F(x)=Alpha*error + Beta*(number of selected features/Total number of features)       (1)  
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Alpha=0.99 

Beta=1-alpha 

Proposed Algorithm for roulette wheel selection mechanism 

Input: A population of size N with their fitness values 

Output: A mating pool of size Np=p%N, where Np times the wheel is rotated 

The effectiveness of the selection mechanism is identified by two strategies. They are population diversity and selection 

pressure. Wider population diversity leads to better diversity and there is a chance of good solutions. Selection pressure 

is defined as the degree to which the better individuals are favored and is similar to the concept of exploitation. The 

roulette wheel selection mechanism has low population diversity but high selection pressure. 

Steps: 

1. Compute pi  for all i=1,2…N 

  
2. Calculate cumulative probability for each the individual starting from the top of the list, that is 

Pi=∑ pji
j=1   for all j=1,2…N 

3. Generate a random number say r between 0 and 1 

4. Select the jth individual such that Pj-1<r<=Pj 

5. Repeat steps 3-4 to select Np individuals 

6. End 

Fine-tuning of selection operator  

The generation gap is defined as the proportion of individuals in the population who are replaced in each generation. 

                                                                    Gp=p/N                                                               (2) 

N is the population size and p is the number of the individual that will be replaced. 

To make Gp large, the strategy is used for the selection of both parents and replacement according to fitness or inverse 

of their fitness value. 

Cross over operator 

Once the mating pool is selected. Both the parents undergo crossover operations. The offspring is generated after the 

selection of the fittest parents and involved in the mating operation. In GA, there is an exchange of properties between 

two parents, and as a result of which two offspring solution is produced. In our proposed system, a single point cross-

over at k is used in which all the data beyond the point in either chromosome corresponding to a string of fixed length is 

swapped between two parents. The resulting strings are the chromosomes of the offspring are produced. The binary-

coded single-point cross-over is the simplest and fastest when compared to other cross-over techniques. 

Elitism 

The elite class is identified first in the population of strings and copied directly into the next generation to ensure their 

presence. 

Mutation operator 

A mutation operator is a genetic operator used to maintain genetic diversity from one generation of a population to the 

next generation. It is analogous to biological mutation. In GA, the concept of biological mutation is modified artificially 

to bring local change over current solutions. The mutation probability is kept to a low value to avoid a large deflection 

that tells whether or not a particular bit will be mutated. The mutation operator does random flipping to produce 

offspring. 
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E. Text Classification models 

K Nearest Neighbor Classifier 

It is a non-parametric supervised machine learning algorithm used for both classification and regression tasks. In the 

classification task. As the name implies, the algorithm highly depends on the k value. K represents how many neighbors 

are to be considered for finding the class of test data point[19]. Finding the optimal K value is a challenging part of this 

algorithm. It is found the optimal k value is sqrt(N). Where N is the number of data points or data samples. It computes 

the Euclidean distance of the test data point from all other data points to identify their neighbors and then predicts its 

class label based on the majority votes of their neighboring data point's class labels. We can use different distance 

measures like Euclidean distance, Manhattan, Hamming distance, Minkowski distance, etc. The most preferable 

distance measure is Euclidean distance and it is given by, 

 Euclidean distance = sqrt( (x2-x1)2+ (y2-y1)2)                                   (3) 

Where (x1,y1) refers to the test data point and (x2,y2) represents the neighbor data points. 

It is simple and easy to implement. It is not necessary to tune several parameters. It is slower if the volume of data is 

high. 

      Linear Support Vector Machine 

This algorithm is widely used for both classification and regression tasks. It uses a decision line for binary 

classification. It uses a hyperplane to separate the classes for higher-dimensional data. Finding the optimal decision line 

to separate different classes is the challenging part. The decision line is said to be optimal if it has a maximum margin 

that separates the data points of the different classes[18]. 

                   yi=wTxi+b>=1 for yi=1             (4) 

yi=wTxi+b<=-1 for yi=-1 

Where xi is the input vector, wT and b are the parameters representing the weight vector and bias respectively and yi is 

the target class. 

The algorithm is suitable for high-dimensional data. It is also applicable to datasets having a non-linear decision by 

using a kernel function that projects the input data to high dimensional space[3]. It is fast, efficient, and works well if 

there is a clear margin of separation between classes. The limitation of this algorithm is not suitable for large datasets 

and noisy data. The interpretation of the results is difficult. 

       Logistic Regression 

It is a supervised algorithm most preferably used for classification and regression problems. In the classification task, it 

uses a sigmoid function that computes the maximum likelihood of the test data point or data sample that belongs to the 

class[20]. The hypothesis function Z is given by, 

                                                             Z=WX+B                                                                (5) 

Where X is the input vector. The parameters W and B represent weight vector and bias respectively. The underlying 

function is the sigmoid function and is given by, 

                                                              Sigmoid(t)=1/(1+e-t)                                                  (6) 

At origin 0 in the plot, the value of the sigmoid function is 0.5. It acts as a threshold in binary classification. If it is 

greater than the threshold, the data samples belong to the positive class. If it is less than the threshold, the data samples 

belong to the negative class. 

4. Experiment 

A. Dataset Collection  

Our research work uses the Movie Review dataset. It is collected from Kaggle online data repository. It includes two 

classes positive and negative class which consists of 1000 text reviews per class and 2000 text reviews in total. 
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B. Experimental setup 

All the computational work is conducted on processor AMD Ryzen 3 3250U with Radeon Graphics 2.60 GHz, 8GB 

RAM with 64-bit Windows OS. The proposed model is implemented by using python programming in the Google 

Colab environment. 

C. Evaluation measures 

 Accuracy 

Accuracy is defined as the ratio of the number of text reviews that are correctly categorized by the classifier out of the 

total number of text reviews. 

                               Accuracy=TP+TN/(TP+TN+FP+FN)                                          (7) 

                 TP is correctly identified as Positive Reviews 

                 TN is correctly identified as Negative Reviews 

                 FP is incorrectly identified as Positive Reviews 

                  FN is incorrectly identified as Negative Reviews 

Precision 

Precision is a measure that tells the ability of the classifier not to label as positive a sample that is negative. 

                                                           Precision =TP/(TP+FP)                                                (8) 

Recall 

The recall is a measure that tells the ability of the classifier to find all the positive samples. 

                                          Recall= TP/ (TP+FN)                                                  (9) 

F-measure 

 F-measure provides a way to combine both precision and recall into a single measure that captures both properties[10]. 

        F-Measure = (2 * Precision * Recall) / (Precision + Recall)                      (10) 

5. Results and discussion 

The experimental analysis shows the performance of the proposed work. It uses a movie review dataset which consists 

of text reviews. As our dataset is primarily focusing on feature engineering, we give priority to the features namely 

adjective and adverb features that maximize the text classification and its performance. We integrate SentiWordNet; a 

variant of the WordNet lexical database to compute positive and negative scores of the features and their occurrences in 

the context of the text reviews[8]. Then we use a bio-inspired genetic algorithm to select optimal features from the list 

of extracted adjective and adverb features. Subsequently, we employ machine learning algorithms viz. Linear SVC, 

Logistic Regression, and K-Nearest Neighbor to perform text classification. Amongst the classifier models' linear SVC 

provides good results in terms of precision, recall, accuracy and f1-score. The results of each classifier model are 

depicted in the following tables. 

Linear SVC Classifier model 

                  precision recall f1-score   support 

           0       0.77      0.73      0.75       300 

           1       0.74      0.78      0.76       300 
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    accuracy                           0.75       600   

   macro avg       0.75      0.75      0.75       600 

weighted avg       0.75      0.75      0.75       600 

 

Fig.2. Number of iteration Vs Fitness score of Linear SVC classifier 

Logistic Regression Classifier model 

                precision   recall f1-score   support 

           0       0.74      0.74      0.74       300 

           1       0.74      0.74      0.74       300 

    accuracy                           0.74       600 

   macro avg       0.74      0.74      0.74       600 

weighted avg       0.74      0.74      0.74       600 

 

Fig.3. Number of iteration Vs Fitness score of Logistic Regression classifier 

KNearest Neighbor Classifier model 

                precision   recall  f1-score   support 

           0       0.71      0.67      0.69       300 

           1       0.69      0.72      0.70       300 

    accuracy                           0.70       600 

   macro avg       0.70      0.70      0.70       600 
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weighted avg       0.70      0.70      0.70       600 

 

Fig.3. Number of iteration Vs Fitness score of K Nearest Neighbor classifier 

Conclusion 

The statistics say that text data are the majorly contributing data source on the web. Particularly online forums, blogs, 

and social media generate a massive collection of data per second and are unstructured. The organization of text data 

into different categories finds its applications in a variety of tasks such as information retrieval, sentiment classification, 

spam detection, etc. We perform text classification by incorporating a bio-inspired feature selection algorithm namely 

the genetic algorithm that focuses only on adjective and adverb features from texts and extracts optimal feature subsets 

at every iteration. In the movie review dataset, adjectives and adverbs words play a vital part in extracting positive and 

negative features of texts that maximize the accuracy of text classification. As adjective words and adverb words are the 

words that qualify nouns and verbs present in the text reviews. In our proposed work, we employ machine learning 

algorithms viz. K-Nearest Neighbor, Linear, Support Vector Machine, and Logistic Regression for text classification. 

Among the three algorithms, Linear Support Vector Machine provides better results in terms of accuracy, precision, 

recall, and F1-score. It provides the accuracy of 75%, precision of 75% recall of 75%, and f1-score of 75% with less 

computational complexity in terms of time and space. Our work could be extended by using a hybrid model for feature 

extraction helps to improve the performance of the undertaken problem considerably. 
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