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ABSTRACT 

Heart attacks are believed to be the most common of all hazardous disorders. Medical professionals perform several surveys 

on Heart Disease(HD) and gather data on patients, their illness progression, and symptoms.In many levels of disease 

progression, it is difficult to connect a heart patient's symptoms to the heart disease. In this study, Data Mining (DM) is applied 

to a database in order to find a hidden trend in a clinical dataset. Clustering is a habitual DM technique that organizing data 

elements based on their commensurable criterion. This study revealed how to capture clusters and establish the new centroid 

utilizing K-Means (KM) , Canopy Clustering (CC) algorithms and Farthest First Algorithms. The KM technique  is a broadly 

used clustering technique that is employed in a extensive range of scientific and industrial applications. Canopy Clustering is 

a straight forward and rapid approach for accurately grouping items into clusters. Farthest First Techniques (FFT) is fitting for 

the massive dataset and its fabricates for the non-uniform cluster. In the end, the execution of  three algorithms were investigated 

in this work. The American Heart Association (AHA) provided a dataset of 50 participants to examine the heart disease dataset. 
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I. INTRODUCTION 

Nowadays, HD is the foremost reason for the death worldwide. HD affects a large number of people each year brutally all 

over the map consistent with the WHO, 17.5 million people died from HD globally in 2012 [1]. Human mortality can be 

reduced if cardiac disease can be predicted. In the subject of health, information technology is critical [2]. The practise of 

extracting hidden information from a vast group of databases is known as data mining.It assists researchers in gaining both 

profound insights and unique ideas from vast medical datasets [3]. Selecting, analysing, preparing, applying, interpreting, and 

assessing the results are all part of the data mining process [4]. Clustering is a DM approach that clusters the data elements 

based on their resemblance[5]. This research work aims to give a comprehensive analysis of the K Means algorithm , Canopy 

clustering (CC)and Farthest Firs methods for predicting heart disease. These two algorithms use the American Heart 

Association(AHA) dataset, and their clusters are estimated. The weka tool was used to investigate the results of various 

algorithms. 

II. RELATED WORK 

Clustering is an important activity in data  investigation that seeks to uncover data structures with inherent state by 

assembling data items into comparable groups and representing data in classes; as a result, it is referred to as unsupervised 

classification or observational learning [6].The primary objective of clustering process is to assemble similar and dissimilar 

objects into the identical clusters and then separate them. Objects in one cluster are the same as those in another, but they are 

not the same as those in other clusters[7]. Clustering analysis' fundamental purpose is to arrange comparable and dissimilar 
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objects into the same clusters and separate clusters, accordingly. Objects in one cluster are the same as those in another, but 

they are not the same as those in other clusters.. Clustering approaches [8] do not know the semantics of the classes beforehand. 

KM is a cluster analysis technique that divides the set of items into K groups based on their properties. Using the 

Euclidean distance formula and the related cluster centroid, the sum of squares of distances between data is minimized. The 

findings of the study demonstrate that combining clustering produces promising outcomes with the highest accuracy rate and 

resilience [9]. There are three ways that a huge data set can be created: (1) There might be a lot of elements in the data set, (2) 

each element could contain a lot of features, and (3) there could be a lot of clusters to find. When the problem is enormous in 

all three of these ways at the same time, clustering is an effective strategy. The main idea is to cluster data in two stages: a 

rough and quick step that sunder the data into "canopies," and a more thorough final stage that only conducts immoderate 

distance measurements between points that occur under the same canopy. [10]. 

III. CLUSTERING ALGORITHMS 

Clustering is the categorising of items into multiple groups or the splitting of a data collection into subsets based on 

common attribute[11]. The clustering problem has been found and handled in a variety of contexts, with positive results in a 

variety of medical applications. Clustering medical data into tiny, meaningful groups can help with pattern discovery by 

allowing the extraction of a large number of acceptable features from each cluster, thereby introducing structure to the data and 

facilitating the use of traditional DM techniques [12].To uncover the linkages and patterns that exist in those data pieces, several 

similarity and dissimilarity measures are used.  

3.1  KM Clustering Algorithm 

        The KM algorithm is a well-known clustering technique that is used in a wide range of scientific and industrial applications 

[13]. KM divides the data into k different clusters based on their distinctive values. The feature values of data in the same 

cluster are identical. The positive integer k, which represents the number of clusters, must be given ahead of time. Following 

are the steps involved in a KM algorithm: 

 

The K-Means clustering approach was used to predict cardiac disease. 

 

The KM approach with the K values is used to cluster the preprocessed heart disease data. The KM clustering algorithm 

produces a set of disconnected and non-hierarchical groups. It's ideal for producing globular clusters.  
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3.2   Canopy Clustering(CC) Algorithms 

The CC algorithm is a pre-clustering approach that is unsupervised. It's frequently used as a preprocessing step before applying 

the KM or Hierarchical clustering algorithms. Its purpose is to hurry up clustering processes on huge data sets where utilizing 

another approach directly would be unfeasible due to the data set's size [15]. 

The algorithm of CC works as follows: T1 (loose distance) and T2 (tight distance) are used as thresholds, with T1>T2. 

. 

An estimated and rapid span metric could be used for step 3 as an additional speed boost, whereas a more precise and slow 

distance metric could be utilized for step 4. 

3.3 Farthest First Techniques (FFT) 

The FFT is a fast and greedy algorithm [16]. During this algorithm the primary center will be chosen haphazardly. The second 

center will be determined illiberally select because the point farthest from the primary. 

 

IV. EXPERIMENTAL RESULTS 

The K Means, canopy clustering and FF methods are examples of clustering algorithms[17]. Using WEKA tool[18] these two 

algorithms were applied to a heart disease prediction dataset, and their performance was assessed. The dataset provided by the 
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American Heart Association is used in this experiment to evaluate the system's performance. There are 50 instances and ten 

attributes in the AHA dataset [19]. 

 A total of twelve major Risk Factors(RF) were included in the dataset. The AHA dataset was converted to a CSV file and 

uploaded to the Weka programme, which used multiple clustering techniques to predict HD. The  RFs and their encriped values 

that would be employed as input for the network, are shown in below table. 

TABLE 1: DATASET OF AHA 

 
 

Experimental results of K Means clustering techniques on AHA dataset is shown below: 
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=== Evaluation on training set === 

 

Clustered Instances(CI) 

 

0       21 ( 42%) 

1       29 ( 58%) 

 

 
 

Fig 1: Result Plot of K Means Clustering 

Experiment of Canopy clustering  

techniques on AHA dataset is shown below: 
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CI 

 

 0       5 ( 10%) 

 1      12 ( 24%) 

 2       2 (  4%) 

 3       7 ( 14%) 

 4       4 (  8%) 

 5       3 (  6%) 

 6       4 (  8%) 

 7       3 (  6%) 

 8       4 (  8%) 

 9       2 (  4%) 
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10       2 (  4%) 

11       2 (  4%) 

 

 

 
 

Fig2: Result Plot of Canopy Clustering 

Experiment of Farthest First clustering techniques on AHA dataset is shown below: 

 

=== Evaluation on training set === 

CI 

0     34 ( 68%) 

1     16 ( 32%) 
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Fig 3: Result Plot of FFT Clustering 

The Execution of KM ,CC and FFT were assessed using the following variables. 

 

TABLE 2: EXECUTION OF THREE CLUSTERING TECHNIQUES  

 

 
 

The AHA dataset is run via the Weka tool, the number of clusters and time spent for the KM, CC and FFT were recorded. 

 

 

V. CONCLUSIONS 

The main intention of this study is to forecast diseases based on medical data sets. The major goal of this research is 

analyzing different clustering approaches in order to find the most suited data mining technique for predicting HD at an early 

stage. The AHA dataset is used in this work, which is subjected to several clustering techniques utilizing Weka. Clustering is 

a type of observation-based unsupervised learning technique. Clustering analysis' major purpose is to group both comparable 

and dissimilar items in the same clusters and separate clusters, respectively. The KM, CC and FFT approaches were evaluated 

in terms of the number of clusters and time taken for execution. This work demonstrated how to obtain clusters and calculate 

the new centroid for high-dimensional datasets using K-means, CC and FFT. These clusters, which were created using three 

different algorithms, can then be utilized as input into classification to acquire the best accuracy for HD prediction. 
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