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ABSTRACT: The concept of polynomial orthogonal of type I matrices are introduced. We 

define the index of orthogonal of type I matrices and we extended some results of  orthogonal 

of  type I matrix to polynomial orthogonal of  type I matrices. 
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1. INTRODUCTION 

Matrices provide a very powerful tool for dealing with linear models. In multidimensional 

system theory, problems related to multivariable control system invertibility require the use of 

generalized inverse of matrices whose elements are polynomials in several variables with 

coefficients over a real field (or) a rational field (or) an integral domain of integers. Orthogonal 

matrices are important for a number of reasons, both theatrical and practical. A polynomial 

matrix of degree n, 
n

nAAAAA  ++++= ...........)( 2

210  
is said to be polynomial matrix if 

all entries of ( )A   are polynomials. Polynomials and polynomial matrices arise naturally as 

modelling tools in several areas of applied mathematics, sciences and engineering, especially 

in systems theory [2, 3, 4, 5, 6, 7, 8]. In this paper, we introduced the new type of matrices, we 

called it polynomial orthogonal of type I matrices and extended some results of polynomial 

orthogonal of type I matrices. 

2. PRELIMINARIES 

DEFINITION: 2.1[1] 

 A square matrix A is called an orthogonal of type I matrix if andIAA n

kTk =)(

n

kkT IAA =)()(  ,  for some 𝑘𝜖𝑁 

DEFINITION: 2.2[1] 

Let A be an orthogonal of type I matrix and There exists positive integer k with   

n

kTk IAA =)( is called the index of A. We  say that A is an orthogonal of type I of period k . 

3. Polynomial Orthogonal of Type I Matrices 

DEFINITION: 3.1 
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 A polynomial orthogonal of type I matrix is a polynomial orthogonal of type I matrix 

whose coefficient matrices are orthogonal of type I matrices.  

That is, andIAA n

kT

i

k

i =)( n

k

i

kT

i IAA =)()(  ,  for some 𝑘𝜖𝑁 

EXAMPLE: 3.2 

Let 
n

nAAAAA  ++++= ...........)( 2

210  be polynomial orthogonal of type I matrix. 

Here coefficient matrices sAi '  are orthogonal of type I matrices. 
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The index of 0A  is 2, then andIAA kTk

200 )( =  k=2,4,6,….. and A is of period 2. 

Similarly we can prove  1A
 
.
 
 

THEOREM: 3.3 

 If )(A is a polynomial orthogonal of type I matrix. Whose coefficient 

matrices of )(A are orthogonal of type I matrices. That is nAAAA ..........,,, 210 are 

orthogonal of type I matrices. The matrix sAi

'  are orthogonal of type I of index k  if and only if 

m

iA  
are orthogonal of type I matrices of index k for each 𝑚𝜖ℕ 

Proof: 
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If )(A is a polynomial orthogonal of type I matrix. Whose coefficient matrices of 

)(A are orthogonal of type I matrices. That is nAAAA ..........,,, 210 are orthogonal of type I 

matrices. 

Suppose that sAi

'  are orthogonal of type I matrices. 

To prove m

iA  are orthogonal of type I matrices.  

So that ,  n

kT
i

k

i IAA =)(   for some 𝑘𝜖𝑅 

Taking m on both side 

   
Nmfor )())(( = m

n

mkT

i

k

i IAA      

  n

mkT

i

mk

i IAA =))(()(  

  n

kTm

i

km

i IAA =))(()(  

Hence  m

iA  
are orthogonal of type I matrices . 

Conversely, suppose that m

iA  are orthogonal of type I matrices for each Nm  

To prove sAi

' are orthogonal of type I matrices of index k. 

Since      n

kTm

i

km

i IAA =))(()(  , Nmfor  , 

Each of 2

iA  and 3

iA are orthogonal of type I matrices of index k. 

So, 
kTk

n AAI ))(()( 33=  

kT

i

kT

i

k

i

k

in AAAAI )())(()(
22

=  for A2 is an orthogonal of type I matrix. 

kT

i

k

in AAI )(=   

Hence sAi

'

 
are orthogonal of type I matrix of index k. 

THEOREM: 3.4 

 If ( )A  is an polynomial orthogonal of type I matrix is a polynomial orthogonal of 

type I matrix whose coefficient matrices are orthogonal of type I matrices. Then .1det =k

iA
 

Proof: 

 

Let 
n

nAAAAA  ++++= ...........)( 2

210  be polynomial orthogonal of type I 

matrix. Here coefficient matrices sAi '  are orthogonal of type I matrices. 

Let A be an  orthogonal  of  type I matrix of index k. 

Given that , n

kT

i

k

i IAA =)(  

Taking det on both sides  

)det())(det( n

kTk

i IAiA =  

)det()det(.det n

kT

i

k

i IAA =  

 Since, 
kTk AA )det(det =  
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 ie) 1det.det =
k

i

k

i AA  

1)(det 2 =
k

iA  

1)det( =
k

iA  

Hence  1)det( =
k

iA  

EXAMPLE: 3.5 

Let 
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  10det 2

0 −=−= iA  

  10det 2

1 −=−= iA  

Hence  1det =iA  

THEOREM: 3.6 

 If
n

nAAAAA  ++++= ...........)( 2

210  be polynomial orthogonal of type I matrix. 

Here coefficient matrices sAi '  are orthogonal of type I matrices. 

The following statements are equivalent. 

(i) )(A  is an polynomial orthogonal of type I matrix.  

(ii) 
1)( −A is an  polynomial  orthogonal of type I matrix. 

(iii) 
TA )( is an polynomial  orthogonal of type I matrix. 

(iv) 
_____

)(A   is an polynomial orthogonal of type I matrix. 

(v) 
)(A  is an polynomial  orthogonal of type I matrix. 

Proof : 

 Let 
n

nAAAAA  ++++= ...........)( 2

210  be polynomial orthogonal of type I 

matrix. Here coefficient matrices sAi '  are orthogonal of type I matrices. Where i = 1, 2, 

3,......n. 

To prove (i) ⇒ (ii).   
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To prove 
1)( −A is a polynomial orthogonal of type I matrix. By the definition of 

polynomial orthogonal of type I matrix, all the coefficient matrices of )(A are orthogonal 

of type I matrices. That is nAAAA ..........,,, 210 are orthogonal of type I matrices.  

Suppose that sAi

' are orthogonal of type I matrices. 

That is,  n

k
T

i

k

i IAA =)(
. 

Taking inverse on both sides, 

    1
1

)(
−

−

= n

k
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i IAA
 

    n

k
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i

k

i IAA =
−− 11

)(
 

    niwhereIAA n

k
T

i

k

i ,.........3,2,1)(
11

==
−−

 

Hence 1−

iA are orthogonal of type I matrices. 

Therefore sAi '  are orthogonal of type I matrices. Hence all the coefficients of 
1)( −A are 

orthogonal of type I matrices. Therefore
1)( −A is a polynomial orthogonal of type I matrix. 

To prove (ii) ⇒ (iii). 

 

Suppose 
1)( −A is a polynomial orthogonal of type I matrix to prove 

TA )( is a 

polynomial orthogonal of type I matrix. That is to prove all its coefficient matrices are 

orthogonal of type I matrices.  Since 
1)( −A is a polynomial orthogonal of type I matrix.  

 This implies, ( ) ( )  niIAA n
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Taking  transpose on both side  
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( )  ( ) T

n

T
k
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



 

  ( )  n

k
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i

kT

i IAA =)(  

Hence
TA )( is a polynomial orthogonal of type I matrix. 

To prove (iii) ⇒ (iv) 

Suppose 
TA )( is a polynomial orthogonal of type I matrix to prove 

_____

)(A is a 

polynomial orthogonal of type I matrix. That is to prove all its coefficient matrices are 

orthogonal of type I matrices. 

Since 
TA )( is a polynomial orthogonal of type I matrix. 

This implies, ( ) niIAA n

kT

i

k

i ,,2,1,0, == , 

Taking conjugate on both sides, 

( )  n

kT

i

k

i IAA =
 

( ) ( )( ) niIAA n

k
T

i

k

i ,,2,1,0, ==
 

 Therefore all sAi '
___

 are orthogonal of type I matrices. Hence 
_____

)(A is a polynomial 

orthogonal of type I matrix. 

To prove (iv) ⇒ (v) 

Suppose 
_____

)(A is a polynomial orthogonal of type I matrix to prove 
= )()(

_____

 AA

T

is a polynomial orthogonal of type I matrix. That is to prove all its coefficient matrices are 

orthogonal of type I matrices. That is ( ) ( ) niIAA n

k
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Since 
_____
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( ) 
= i
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i AA Since
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Therefore all sAi '
  are orthogonal of type I matrices. Hence 

)(A is a polynomial 

orthogonal of type I matrix. 

To prove (v) ⇒ (i) 

Suppose 
)(A is a polynomial orthogonal of type I matrix to prove )(A  is a polynomial 

orthogonal of type I matrix. That is to prove all its coefficient matrices are orthogonal of 

type I  matrices. 

Since 
A  is a polynomial orthogonal of type I  matrix. 

This implies,
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 Taking   on both sides  
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n

kT

i

k
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Therefore all sAi '  are orthogonal of type I matrices. Hence )(A  is a polynomial 

orthogonal type I matrix. 

4. CONCLUSION 

Here we have extended some properties of orthogonal of type I matrices to 

polynomial orthogonal of type I matrices. All other properties can also be extended in a 

similar way. 
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