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ABSTRACT 

 

The occurrence of multicollinearity in several multiple regression models leads to major problems that can affect the 

entire multiple regression model outcomes, among the problems are a reduction in the precision of the estimated 

coefficients, which decreases the statistical power of the model. The effect of sensitivity on the estimated coefficients 

is due to a small swing in the model. This paper considers the two fundamental approaches for identifying 

multicollinearity. The first approach is the correlation coefficient (CC) and the second one is the variance inflation 

factor (VIF). The ridge regression method, principal components regression, intent root regression,  and weighted 

regression are advanced regression models for investigating the existence of multicollinearity, these findings would 

tackle, reduce, and fixed the multicollinearity among the independent variables, and help to predict the best-fitted 

model. Lastly, we came up with the best-fitted model. 

 

Keywords: Multiple regression, multicollinearity, correlation coefficient, variance inflation factor Smoking mother. 

 

1. Introduction 

Multicollinearity occurs when explanatory variables in a regression model are correlated. This correlation is a 

problem because independent variables should be independent. If the degree of correlation between variables is high 

enough, it can cause problems when you fit the model and interpret the results [1]. A key goal of regression analysis is 

to isolate the relationship between each independent variable and the dependent variable [2]. Multicollinearity makes 

it hard to interpret your coefficients, and it reduces the power of your model to identify independent variables that are 

statistically significant. These are serious problems. However, the good news is that you don’t always have to find a 

way to fix multicollinearity [3]. Several studies examined and discussed the problems of multicollinearity for the 

regression model and also emphasized that the major problem related to multicollinearity comprises uneven and biased 

standard errors and impractical explanations of the results [4, 5, 6]. 

In this paper, we considered the correlation coefficient (CC) and the variance inflation factor (VIF) approaches for 

identifying the multicollinearity amongst the independent variables, in the year 2015. Multiple regression is considered 

for the prediction of the best models. Based on the results, we discovered that there is multicollinearity among the 

factors, these necessitate the use of CC and the VIF approaches to tackle, reduce, and fixed the multicollinearity among 

the independent variables. Lastly, we came up with the best-fitted model. This paper is scheduled as: Section 2 

provides the methods for investigating multicollinearity. The results and diagnosed multicollinearity are presented in 

Section 3 and Section 4, respectively. The conclusion follows in Section 5. 
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2. Materials and Methods for Investigating Multicollinearity 

 

In this section, we present the materials and methods used for investigating the multicollinearity within the 

independent variables. The dataset was selected at random from 100 women records, moreover, the dataset used in 

this study is collected from the Babil Governorate health center [7]. The independent variables (IVs) are, husband age, 

mother weight, the mother age, years of marriage, smoking mother, number of dead children, the mother age when 

married, number of sports hours per week, the mother with the thyroid gland, the mother sleeping hours per week, the 

mother taking medicine, breastfeeding duration per month, and mother job, while the dependent variable (DV) is the 

number of born children.  Other factors like financial assistance, chronic illness (breast cancer), stress due to job, 

illegal drug, and house activities can be among the leading risk factors affecting the number of born children. These 

factors lead to serious health conditions that make one vulnerable to covid 19, see [8]. When it comes to the application 

perspective, the authors in [9, 10, 11] make use of commutativity to study the relation and the sensitivity between 

systems, the idea can be extended to investigates the commutativity and sensitivity between the independent variables, 

The main aim of this research is to investigate multicollinearity using some techniques such as i) correlation coefficient 

and ii) variance inflation factor. 

 

2.1. Correlation Coefficient 

 

The Pearson’s correlation coefficient (also called Pearson’s R) is a relationship coefficient regularly utilized in direct 

relapse. The formula of the Pearson correlation coefficient is given as 

 𝑟 =
∑ (𝑥𝑖 − 𝑥̅)(𝑦𝑖 − 𝑦̅)𝑛

𝑖=1

√∑ (𝑥𝑖 − 𝑥̅)2𝑛
𝑖=1 ∑ (𝑦𝑖 − 𝑦̅)2𝑛

𝑖=1

 , (1) 

 

where n is a sample size, r  is the correlation coefficient, 𝑦𝑖  and 𝑥𝑖 are dependent and independent variables indexed 

in 𝑖 respectively. If the correlation coefficient value is higher with the pairwise variables, it indicates the possibility 

of collinearity. In general, if the absolute value of the Pearson correlation coefficient is close to 0.8, collinearity is 

likely to exist [12]. 

 

2.2. Variance Inflation Factor (VIF) 

 

Variance Inflation Factor (VIF) is a simple way to detect multicollinearity in a regression model, it is used to 

determine the correlation between independent variables. The VIF measures how much the variance is inflated. VIF 

is calculated as 

 

 𝑉𝐼𝐹𝑗 =
1

1 − 𝑅𝑖𝑗
2 =

1

𝑇𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒
. (2) 

Please observe that the higher the tolerance, the lower the VIF, and the limited possibility for multicollinearity among 

the variables. The VIF with the value of 1 clearly shows that there is no correlation between the independent variables. 

But if the VIF has a value within 1< VIF < 5, it suggest that there is a moderate correlation between the variables, 

with VIF between 5 ≤ VIF ≤ 10, it indicates multicollinearity that needs corrective action and VIF > 10 are indications 

of severe correlation between the variables, with critical levels of the multicollinearity [13]. 

 

2.3. Multiple linear regression  

The multiple linear regression model is given as. 
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 ∑ 𝛽0 + 𝛽𝑗𝑥𝑖𝑗

13

𝑗=1

+ 𝑒𝑖. (3) 

 

where 𝛽0, 𝛽𝑖 are the unknown constants, 𝑥𝑖 are the IVs, y is the DV and 𝑒𝑖 is the error term that has a normal distribution 

with mean 𝜊 and variance 𝜎2. The mother age (𝑥1), the mother age when married (𝑥2), mother weight (𝑥3), smoking 

mother (𝑥4), husband age (𝑥5), years of marriage (𝑥6), number of dead children (𝑥7), number of sports hours per week 

(𝑥8), the mother with the thyroid gland (𝑥9), mother sleeping hours per week (𝑥10), the mother taking marriage (𝑥11), 

breastfeeding duration per week (𝑥12), and mother job (𝑥13) are the IVs and also the number of born child (𝑦) is the 

DV.  

 

3.  Results 

 

The author in [14] discusses some primary techniques for detecting multicollinearity using the questionnaire survey 

data on customer satisfaction. In this section, we statistically detect the multicollinearity among the independent 

variables using the correlation coefficient method in Eq . (1), VIF in Eq. (2), and lastly with the help of multiple linear 

regression in Eq. (3). 

 

3. 1. Investigating Multicollinearity Using Pairwise Scatterplot 

 

The scatterplot is one of the methods used for detecting multicollinearity by observing the relationship between the 

variables. The dots depicted in Figure 1 represents the values of two variables. 

 
 

Figure 1. Scatterplot of pairwise variables 

 

3. 2. Investigating Multicollinearity Using Pearson’s Correlations 

 

Pearson’s correlations are very important method used to investigate collinearity between the independent variables. 

Table 2 shows the relationships in terms of collinearity between the independent variables. The results obtained from 
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the overall correlation detected the collinearity between the variables, the most highly correlated variables are (𝑥1), 

(𝑥3), (𝑥5), and (𝑥6). The mother age (𝑥1) versus mother weight (𝑥3) has [r = 0.638, c.f = (0.505, 0.741), p < 0.05], the 

mother age (𝑥1) versus husband age (𝑥5) has no logical relation, the mother age (𝑥1) versus years of marriage (𝑥6) 

has [r = 0.932, c.f = (0.9, 0.954), p < 0.05], the mother weight (𝑥3) versus husband age (𝑥5) has no logical relation, 

the mother weight (𝑥3) versus years of marriage (𝑥6) has [r = 0.597, c.f = (0.451, 0.7101), p < 0.05], and husband age 

(𝑥5) versus years of marriage (𝑥6) has [r = 0.850, c.f = (0.784, 0.897), p < 0.05]. The Pearson correlation coefficient 

is close to 0.8, this shows the existence of collinearity between the variables. 

 

Table 1: Descriptive Statistics. 

Variable N Mean 

 

SE Mean  Median   Mode 

y 100 3.570 0.299 2.000 1 

𝑥1 100 31.030 0.838 30.000 22 

𝑥2 100 18.640 0.321 18.500 19 

𝑥3 100 68.520 0.894 67.000 67 

𝑥4 100 0.3800 0.0488 0.0000 0 

𝑥5 100 34.170 0.829 33.500 42 

𝑥6 100 12.390 0.883 9.500 3 

𝑥7 100 0.3400 0.0655 0.0000 0 

𝑥8 100 3.850 0.291 3.000 2 

𝑥9 100 0.0900 0.0288 0.0000 0 

𝑥10 100 8.0900 0.0740 8.0000 8 

𝑥11 100 0.3000 0.0461 0.0000 0 

𝑥12 100 23.210 0.276 24.000 24 

𝑥13 100 1.1700 0.0428 1.0000 1 

  

Table 2: Pearson’s Correlations Coefficients 

 

Variables y 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 𝑥8 𝑥9 𝑥10 𝑥11 𝑥12 

𝑥1 0.659                       

𝑥2 -0.293 0.047                     

𝑥3 0.241 0.638 0.024                   

𝑥4 -0.240 0.084 0.211 0.174                 

𝑥5 0.577 0.918 0.060 0.671 -0.016               

𝑥6 0.732 0.932 -0.319 0.597 0.003 0.850             

𝑥7 0.437 0.451 0.083 0.354 0.129 0.384 0.398           

𝑥8 -0.276 -0.198 0.130 -0.008 -0.052 -0.199 -0.235 -0.360         

𝑥9 -0.002 0.024 0.254 0.194 0.330 -0.019 -0.070 0.104 0.077       

𝑥10 0.063 0.083 0.133 -0.128 -0.040 0.067 0.030 -0.231 0.161 -0.086     

𝑥11 -0.089 0.317 0.074 0.499 0.566 0.291 0.274 0.328 -0.102 0.175 -0.139   

𝑥12 0.109 -0.047 0.090 -0.114 0.030 -0.081 -0.077 -0.118 0.207 -0.062 0.204 0.037  

𝑥13 -0.187 -0.066 0.052 0.156 0.026 0.166 -0.082 -0.208 0.094 -0.126 -0.049 0.149 -

0.005 
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The model is given as 

 

𝑦 =  − 1.03 +  0.294 𝑥1  −  0.338 𝑥2  −  0.0614 𝑥3  −  1.04 𝑥4  −  0.0310𝑥5  +  1.38 𝑥7 

− 0.0904 𝑥8  +  2.19 𝑥9  +  0.165 𝑥10  −  1.75 𝑥11  +  0.246 𝑥12   +  0.521 𝑥13. 

 

The overall significance of the model is given in table (3). 

 

Table: 3: Analysis of Variance  

 

 

  

3. 3. Investigating Multicollinearity Using Variance Inflation Factor (VIF) 

 

The variance inflation factor (VIF) identifies the correlation between independent variables and the strength of that 

correlation. The regression analysis illustrated in Table 4 detected multicollinearity by identifying variables with p-

value > 0.05 and VIF > 5. These results show that the mother age (𝑥1), the mother age when married (𝑥2), mother 

weight (𝑥3), smoking mother (𝑥4), years of marriage (𝑥6), number of dead children (𝑥7), the mother with the thyroid 

gland (𝑥9), mother sleeping hours per week (𝑥10), and mother job (𝑥13) are statistically significant while husband age 

(𝑥5), number of sports hours per week (𝑥8), the mother taking marriage (𝑥11), breastfeeding duration per week (𝑥12) 

are not statistically significant. Moreover, the model indicates that the mother age (𝑥1) and husband age (𝑥5) has the 

highest VIFs of 10.8 and 11.7 respectively. This indicates serious multicollinearity that requires removal. 

 

Table 4: Regression Analysis 

 

Predictor      Coef       SE Coef      T-Value  P-Value    VIF 

Constant      -1.030       2.658        -0.39    0.699 

𝜷𝟏            0.29400     0.05732       5.13    0.000     10.8 

𝜷𝟐           -0.33848     0.05007      -6.76    0.000     1.2 

𝜷𝟑           -0.06140     0.02669      -2.30    0.024     2.7 

𝜷𝟒           -1.0369      0.4119       -2.52    0.014     1.9 

𝜷𝟓           -0.03101     0.06052      -0.51    0.610     11.7 

𝜷𝟕            1.3775      0.2919        4.72    0.000     1.7 

𝜷𝟖           -0.09044     0.05865      -1.54    0.127     1.4 

𝜷𝟗            2.1872      0.5818        3.76    0.000     1.3 

𝜷𝟏𝟎           0.1649      0.2215        0.74    0.459     1.3 

𝜷𝟏𝟏          -1.7490      0.4640       -3.77    0.000     2.1 

𝜷𝟏𝟐           0.24604     0.05639       4.36    0.000     1.1 

𝜷𝟏𝟑           0.5215      0.4549        1.15    0.255     1.8 

 

 

Model DF  Adj SS Adj MS F-Value P-Value 

Regression 12 697.9 58.154 27.40 0.000 

Residual Error 87 184.656 2.122 
  

Total 99 882.5       

https://statisticsbyjim.com/glossary/factors/
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The R-square is 79 %. 

 

4. Diagnosed Multicollinearity  

 

There are several methods to remove multicollinearity, the authors in [15, 16] studied the application of latent roots 

regression to multicollinear data, but in this research, we will consider i) removal of variables with high VIF and ii) 

removing non-significant variables. 

 

4. 1. Diagnosed Multicollinearity by Removing High VIF  

 

In our model, the mother age (𝑥1) and husband age (𝑥5) has the highest VIFs of 10.8 and 11.7 respectively. The 

correlation between the mother age (𝑥1) and husband age (𝑥5) is significant with r = 0.918, see Table 2. So instead of 

removal both of them, we keep the mother age (𝑥1) with a VIF of 10.8 and remove the husband age (𝑥5) with VIF 

11.7, we obtained a new model in Table 6. We can see that all the VIFs are down to satisfactory values with (VIFs < 

5). The model is given as 

 

𝑦 =  − 0.86 +  0.2678 𝑥1  −  0.3415𝑥2  −  0.0648 𝑥3  −  0.974 𝑥4   +  1.379 𝑥7 

           − 0.085 𝑥8  +  2.186𝑥9  +  0.157𝑥10  −  1.745 𝑥11  +  0.2477𝑥12   +  0.394 𝑥13 

 

The overall significance of the model is given in table (5). 

 

Table: 5: Analysis of Variance Table and Overall Significant of the Model 

 

Model DF Adj SS Adj MS F-Value P-Value 

Regression 11 697.296 63.391 30.12 0.000 

Residual Error 88 185.214 2.105     

Total 99 882.510       

 

Table 6: Regression Analysis 

 

Term Coef SE Coef T-Value P-Value VIF 

Constant -0.86 2.63 -0.33 0.745   

𝜷𝟏 0.2678 0.0259 10.34 0.000 2.22 

𝜷𝟐 -0.3415 0.0495 -6.90 0.000 1.19 

𝜷𝟑 -0.0648 0.0257 -2.52 0.014 2.49 

𝜷𝟒 -0.974 0.391 -2.49 0.015 1.72 

𝜷𝟕 1.379 0.291 4.74 0.000 1.70 

𝜷𝟖 -0.0850 0.0574 -1.48 0.143 1.31 

𝜷𝟗 2.186 0.579 3.77 0.000 1.31 

𝜷𝟏𝟎 0.157 0.220 0.71 0.478 1.25 

𝜷𝟏𝟏 -1.745 0.462 -3.78 0.000 2.13 

𝜷𝟏𝟐 0.2477 0.0561 4.42 0.000 1.12 

𝜷𝟏𝟑 0.394 0.379 1.04 0.302 1.24 

 

The R-square is 79 %. 
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4. 2. Diagnosed Multicollinearity by Removing Non-Significant Variables 

 

Removing the husband age (𝑥5) with VIF 11.7 is not enough to predict the best model since, we still have some 

variables such as number of sports hours per week (𝑥8), mother sleeping hours per week (𝑥10), and mother job (𝑥13) 

that are not statistically significant in Table 7. This necessitates the removal of this variable. We can see that after 

removing the non-significant variables, the p-values of all the variables are down to satisfactory values with (p < 0.05) 

in Table 8. The model is given as 

  

𝑦 =   0.89 +  0.2746 𝑥1  −  0.3407𝑥2  −  0.0690 𝑥3  −  0.950 𝑥4   

            + 1.382 𝑥7 +  1.985𝑥9   −  1.661 𝑥11  +  0.2349𝑥12   

 

The overall significance of the model is given in table (7). 

 

Table: 7: Analysis of Variance  

 

Source DF Adj SS Adj MS F-Value P-Value 

Regression 8 689.73 86.216 40.70 0.000 

Residual Error 91 192.78 2.118     

Total 99 882.51       

 

Table 8: Regression Analysis  

 

Term Coef SE Coef T-Value value VIF 

Constant 0.89 2.10 0.42 0.673   

𝜷𝟏 0.2746 0.0242 11.32 0.000 1.93 

𝜷𝟐 -0.3407 0.0481 -7.08 0.000 1.12 

𝜷𝟑 -0.0690 0.0242 -2.85 0.005 2.18 

𝜷𝟒 -0.950 0.392 -2.42 0.017 1.71 

𝜷𝟕 1.382 0.260 5.32 0.000 1.35 

𝜷𝟗 1.985 0.566 3.50 0.001 1.24 

𝜷𝟏𝟏 -1.661 0.457 -3.63 0.000 2.07 

𝜷𝟏𝟐 0.2349 0.0545 4.31 0.000 1.06 

 

 

The R-square is 78 %. 

 

5. Conclusion 

This paper investigates the multicollinearity relation among the independent variables, the mother age, the mother age 

when married, husband age, mother weight, years of marriage, smoking mother, number of sports hours per week, 

number of dead children, the mother with the thyroid gland, the mother sleeping hours per week, the mother taking 

medicine, breastfeeding duration per month, and mother job, the model obtained proves to be not significant since 

some variables have p less than 0.05. These were as a result of multicollinearity among the variables. The two methods; 

correlation coefficient and variance inflation factor proposed in this work were used to detect the multicollinearity 

among the variables. Among several methods to removed collinearity, we consider two methods; removing variables 

with high VIF and removing variables that are not statistically significant (p < 0.05). Lastly, we obtained the best-

fitted model that predicts the factors affecting the number of born children in Iraq. Moreover, the Anova obtained 
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from table 7 shows that the model is more fitted since we observed a monotone increment in the f-value, from 27.40 

in table 3 to 40.70 in table 7.  Furthermore, more advanced research techniques such as the ridge regression method, 

latent root regression, weighted regression method, and principal components regression can be used to detect 

collinearity [17, 18]. The results are validated with Minitab version 19. 

 

Funding: No funding.  
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