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ABSTRACT 

This paper shows a new way to use a combination of filter feature selection algorithms for image classification. In pattern 

recognition, machine learning, and computer vision, feature selection is one of the most important problems. The main 

goal of feature selection is to classify images, improve how well they can be classified, and make the whole process easier 

to understand. The only method that is guaranteed to find the best subsets is the exhaustive search method, but it takes a 

lot of time to run. A new adaptive and hybrid approach to selecting features is proposed. This approach combines and uses 

different methods to make a more general solution. Several state-of-the-art feature selection methods are described in detail 

with examples of how they can be used, and a thorough evaluation is done to compare their performance to that of the 

proposed approach. The results show that the individual methods for selecting features perform very differently on the test 

cases, but the combined algorithm always gives a much better answer. 

Keywords: Image classification, Feature Selection, Hybrid approach. 

INTRODUCTION 

Today, a huge amount of data is being collected and stored in real-world databases at a very fast rate in many different 

fields. As the amount of information stored grows, it doesn't mean that it's getting easier to understand and use. The users 

also want more advanced information. So, in data mining, feature selection helps to get the right information out of a lot 

of data. Out of all the features that could be used, only a subset of the relevant ones are chosen from the data being mined. 

By removing irrelevant and redundant features and reducing the number of dimensions, the algorithm for data mining was 

able to make better predictions. There are three main ways to choose which features to use: the filter, the wrapper, and the 

embedded. Without using a classification algorithm, the filter approach keeps as much useful information as possible from 

the whole set of attributes. Due to how well it works with computers, this method is quite popular, even for large datasets. 

On the other hand, it takes less work to use and the features that are chosen aren't as good. In the wrapper method, on the 

other hand, attribute selection is done by taking the classification algorithm and applying it to the selected attributes. This 

method chooses a subset of attributes that is best for a given algorithm, but it takes too much time and computing power 

for large-dimensional data. Lastly, in the embedded approach, the different evaluation criteria are used in different search 

phases to use the best parts of both approaches. The embedded approach can get the accuracy of a wrapper method while 

moving as quickly as a filter method. Image retrieval system algorithm were used to browse, search, and get relevant 

images from large datasets. Due to progress in the medical field, medical centers now use a lot of high-tech medical 

equipment to make a huge number of medical images. So, one of the most active areas of research in the medical field is 

content-based medical image retrieval, which helps people learn more about the field. So that, for analysis, the similarity 

in diagnosis methods can be synchronized by comparing the patient's current medical image with the medical database to 

get the medical diagnosis history. 
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The goal of a feature selection algorithm is to find the relevant set of features that gives the best rate of recognition with 

the least amount of computing work. As features with a high number of dimensions can make a system more complicated, 

this can also lead to a higher recognition rate. There needs to be a complex feature extraction algorithm that doesn't depend 

on other features. So, it is important to choose a subset of the best features. In the training phase, we need to come up with 

a learning model that lets us choose the most useful features on the fly. In this paper, instead of a very complicated model, 

we use a genetic algorithm that is based on the minimum description length principle (GA). The genetic algorithm is a 

search heuristic that is often used to find answers to problems. In a GA that tries to find better solutions, the population of 

candidate solutions (feature vectors) is improved step by step. The iteration process, which is also called "generation," 

usually starts with a group of candidate solutions that were made by chance. In each iteration, an objective function is used 

to judge how well each candidate solution fits the problem. This helps find the best solution. So, the next time through, the 

objective solution is used to make a new set of candidate solutions. This algorithm stops when the population has reached 

a level of fitness that is good enough or when a certain number of generations have been made. 

There is a big increase in the amount of data being made because it comes from so many different places. This makes it 

hard to make information that is useful. Given that more and more data is being processed by apps on devices that can 

connect to the internet, there is a systematic need to store data. Feature selection has many uses, such as cutting down on 

operational time by getting rid of unnecessary or redundant attributes, improving classification accuracy, and making the 

classifier's organizational structure or model definition less complicated. Classification techniques are greatly affected by 

how well the clusters work and how much more data can be collected. In the discovery of information process, the main 

goal of the data pre-processing stage is to make datasets available for data mining algorithms. With the fast growth of 

computer technology, the amount of data keeps growing at an exponential rate. But useful information is hard to come by, 

so people want to know how to quickly and efficiently pull useful information and models from a large amount of data. 

Data mining is a method that uses databases, machine learning, pattern recognition, statistics, and other fields of study. 

 
Figure 1.1 Hybrid Feature Selection 

The technology takes a large amount of data and pulls out potential and useful information. It has become one of the most 

popular ways to analyze data over time. Data pre-processing is very important if you want to get the most out of data 
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mining tools. In data pre-processing, one of the most important and often used techniques is called "feature selection." It 

cuts down on the number of features by getting rid of redundant or useless data. This makes the data mining algorithm 

faster and better at making predictions. The process of feature selection is to look for the best subset of the initial feature 

of features. A typical feature selection process has four main steps: creating subsets, evaluating subsets, deciding when to 

stop, and validating the results. Firstly, the process of making subsets is mostly a heuristic search. And it depends on where 

you start your search and how you search. The candidate subsets in the data set with feature dimensions show that the 

search space is proportional to the feature dimension in an exponential way. So, to make the search process easier to 

compute, the search method is split into three parts: the complete search, the sequential search, and the random search. 

LITERATURE REVIEW 

Mera-Gaona and others (2021) Feature selection algorithms were made so that large datasets could be broken down into 

smaller subsets. Ensemble feature selection algorithms are a new option that can be used to help put together feature 

selection algorithms. Several experiments were done to show how well the framework worked. It finds relevant features 

by using either single feature selection (FS) algorithms or methods for selecting multiple features at once. The results of 

their experiment show that the ensemble feature selection worked well across the three datasets they used. Even though 

using feature selection methods as a pre-processing step before the classification task can be helpful, many of the feature 

selection techniques that are already known cannot be used directly in a hierarchical classification scenario. In the first 

attempts to solve the feature selection problem for the hierarchical classification problem, it was suggested to use traditional 

feature selection techniques and build classifiers by breaking the hierarchical classification problem into several flat 

classification problems. Researchers were able to use feature selection techniques and classification algorithms that are 

usually used in flat classification with this type of approach. It's important to note that none of them tried out global 

hierarchical classifiers in their experiments. Other ranked-based methods have suggested changing some popular filter 

feature selection algorithms to take into account the way classes are organized in a hierarchy. 

Marie-Saintea et al. (2020) came up with a new feature selection method for Arabic speaker recognition systems that was 

based on the firefly algorithm and was inspired by nature. One way to solve nonlinear optimization problems is to use the 

Firefly algorithm. They showed that this method works to improve performance while making the system easier to use. 

Classification predicts the class label(s) of examples based on the problem domain represented by their features. In the 

literature, there are different levels of how hard classification problems are. In traditional (flat) classification problems, 

each dataset instance is labelled with one or more class labels, and the classes are not related to each other. But in many 

real-world applications, there are more complicated classification problems where classes that label instances are organized 

into a hierarchical structure shown by a tree or a directed acyclic graph (DAG). These are called hierarchical classification 

problems. The goal of feature selection is to find as many useful features as possible while reducing the cost of processing 

data. Feature selection is usually the first step in data mining tasks. In this paper, we'll talk about how to choose features 

for a classification task. So, we only looked at datasets with labelled examples. Some of the benefits of feature selection 

are that it improves the accuracy of classifiers and makes classification faster. 

Hartmann and others (2019) the goal of feature selection is to find a subset of features that can be used to build a strong 

learning model. There is a strong link between a small number of the millions of terms and the news category that was 

being looked for. It solves the problem of figuring out how many features should be chosen. Choosing the best set of 

features is a key part of text classification that works well and quickly. In general, redundant and irrelevant features don't 

improve how well a learning model works. Instead, they make the model make more mistakes as it learns. Flat or 

hierarchical classification can be done with classification methods (using a local or global model approach). In flat 

classification, the methods don't care about the order of the classes. Instead, they only look at the classes of the leaf nodes 

when making predictions. In the local model approach, the class hierarchy is looked at from a local point of view using a 

mix of classifiers that look at different parts of the hierarchy separately. Based on this, we can divide local model 

approaches into groups based on how they use the local information of the hierarchical structure and how they build their 

classifiers around it. The global model approach only uses one classifier, which means that it builds a single model that 

takes into account the whole class hierarchy. 
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RESEARCH METHODOLOGY 

The proposed method Radial basis function neural network for classification (RBFNNC) algorithm starts with a whole 

dataset and cuts it down using a combination of popular filter methods to get a minimal dataset with only useful features. 

The main benefit of this method is that you don't need to know anything about the process you're looking at ahead of time. 

First, a combination of filter feature selection methods is used to cut down on the number of variables. Then, the exhaustive 

search technique is used in a reasonable amount of time to find a subset of features that is not the best. The idea was to cut 

down on the feature of features and then use the exhaustive search. 

 

Figure 2. Flow Diagram 

First, the proposed methods combine forward selection and backward elimination techniques to reduce the number of 

features. This makes it possible for the exhaustive search technique to be used in a reasonable amount of time. In this paper, 

we suggest using filter feature selection methods to narrow down the feature space before using an exhaustive search. Filter 

approaches are better than wrappers because they don't depend on the learning machine and are faster. This makes them 

much easier to use from a computational point of view. Exhaustive search is a part of the wrapper approach because it uses 

the performance of the classifier to choose the variables that have the most effect on the target. The proposed method is a 

hybrid filter-wrapper method. Each variable is given a score by each filter method. Scores are first normalized so that they 

have values in the range [0, 1], and then the mean of the three scores is used to combine them. A threshold decider, whose 

value is set to the average score, is used to pull out the interesting variable and reduce the size of the dataset. The exhaustive 

search is done on the dataset, which only has the variables that were chosen before. The last step is to find the combination 

of variables that gives the best accuracy for the classifier. 

Wrapper methods treat the classifier like a black box and use its performance to choose which variables to use to get more 

accurate results. On the other hand, wrappers have a high chance of over fitting and require a lot of processing power. This 
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is especially true if the datasets are large or if the classifier that was built has a high computational cost. Embedded methods 

are cheaper to run than wrappers, but they are too specific for a given classifier to be useful. Reduced dataset is split into 

two parts: 75% of the data is used to train the system, and the remaining 25% is used to test the classifier (validation set). 

In this paper, the Bayesian classifier was used for the experimental tests. This is a classifier that can handle large datasets 

without taking a lot of time to run. The following indices are used to measure how well the classifier works: 

• True Positive (TP) is the percentage of correctly categorized unitary samples.  

• True Negative (TN) is the percentage of correctly categorized null samples.  

• False Positive (FP) is the percentage of incorrectly categorized null samples as belonging to the unitary class.  

• False Negative (FN) is the percentage of incorrectly categorized unitary samples as belonging to the null class. 

Precision = (TP + TN) / (TP + TN + FP + FN) 

The traditional definition of accuracy shows how well a classifier works by calculating the probability of correctly 

classifying patterns, no matter what class they belong to. But it's not a good way to measure data that isn't balanced, which 

happens a lot in real life, especially when the rate of imbalance is high. 

RESULTS AND DISCUSSION 

Several datasets from the two industries have been used to show that the proposed method works. Datasets from the public 

repository are chosen based on their different dimensions so that the proposed technique can be shown to work in different 

situations. Figure 3 shows how the combined filter method was used on the variables that were chosen, while the results 

were made by first using the filter method and then doing an exhaustive search on the variables that had been chosen. 

Lastly, the results from the exhaustive search were used to compare the results from the proposed hybrid method with the 

best case.  

 

Figure 3. Comparison results 
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We can see that the results for the proposed hybrid method are the same for all four datasets (BCW, GT, Industrial I, and 

Industrial II). Also, in these situations, it is enough to use the combined filter method, which saves a lot of time. On the 

other hand, where the exhaustive search is used, it gives more accurate results and a better list of interesting variables. 

When we compare the proposed hybrid method to the exhaustive method, we can see that the performance is the same in 

four of the cases. In the other problems that were tested, the proposed method worked better than the exhaustive approach. 

However, it's important to keep in mind that the proposed method reduced the amount of work that needed to be done on 

the computer. Filter methods are appropriate and effective ways to deal with very large datasets. They are easy to use, fast, 

and don't depend on the algorithm used. Wrapper methods treat the classifier like a black box and use its performance to 

choose which variables to use to get more accurate results. On the other hand, wrappers have a high chance of over fitting 

and require a lot of processing power. This is especially true if the datasets are large or if the classifier that was built has a 

high computational cost. Embedded methods are cheaper to run than wrappers, but they are too specific for a given classifier 

to be useful. 

CONCLUSION 

A hybrid algorithm called RBFNN is shown for selecting features. The main idea is to use a combination of several filter 

methods to choose which features to use, and then, once the original dataset has been reduced, to use an exhaustive search 

to find the best combination of the remaining features in a reasonable amount of time. This method can be used on all 

datasets without making any assumptions about the data ahead of time. It can also be used on large datasets. Several datasets 

from a public repository and two datasets from an industrial setting have been used successfully with the proposed method. 

The results that were achieved show that it worked. In the future, work will be done to see how the approach can be used 

for other things, like clustering, making predictions, or classifying things into more than one classification. Also, the 

threshold will be chosen automatically to make the learning machine more accurate. 
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