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ABSTRACT 

In all the sample selection procedures discussed so far in this block, the entire investigation was based on the 

assumption that a usable list of units (i.e., a frame) is available from which one selects a sample. Unfortunately, not 

always such a list of units is available especially when we are concerned with countrywide investigations. Even 

existence of such a list of units under investigation (in some cases) would not give us enough scope to base our enquiry 

on a simple random sample because of high budgeting costs. The clean development mechanism (CDM) Executive 

Board (hereinafter referred to as the Board) at its fiftieth meeting approved the “General Guidelines for Sampling and 

Surveys for Small-Scale CDM Project Activities (sampling guideline)”. Further, the Board at its sixtieth meeting agreed 

to set up a joint task force comprising members of the Methodologies Panel and the Small-Scale Working Group to 

further work on the issue to develop one set of common sampling guidelines and best practices examples covering large 

and small-scale projects and Programme of Activities (PoAs). It further agreed that the scope of the guidelines shall 

include guidance to designated operational entities (DOEs) on how to review sampling and survey designs in project 

design documents (PDDs) as well as how to apply sampling to validation/verification work. 

KEYWORDS: Efficiency Calculation, Multistage Sampling, Reliability Calculations, small-scale projects, Programme 

of Activities, project design documents 

INTRODUCTION 

As said in the introduction, when the sampling unit is a cluster, the procedure of sampling is called cluster sampling. So, 

cluster sampling consists of forming suitable clusters of contiguous population units and surveying all the units in a 

sample of clusters selected according to some appropriate sample selection method. We consider a multi-stage cluster 

sampling, which can be used in large-scale sample survey in practice. At each stage, we take a fixed size sampling 

design and denote a sample of cluster by at the first stage and sample of element in the ith selected cluster by and so on. 

To estimate the population mean, we introduce homogeneous linear estimator as 

 

where depends on both i and  is an unbiased estimator for the ith cluster mean  . The mean square error 

(MSE) can be calculated from the formula 

 



JOURNAL OF ALGEBRAIC STATISTICS 

Volume 13, No. 2, 2022, p. 3764-3768 

https://publishoa.com 

ISSN: 1309-3452 

 

3765 

where indices denote the stages. For the unbiased case, Cochran(1977) suggested an unbiased variance estimator of the 

population total. However, it has a limitation because his result can not be used for the bias case. In a single stage 

cluster sampling, that is, the first part of the right hand side of MSE, a general formula of MSE of the homogeneous 

linear estimator was suggested by Rao and Vijayan (1977) and more generally by Vijayan et al. (1995). They showed 

that if there is a point at which MSE is zero, then the MSE is represented as 

 

 

In the article, we will extend their approach to multi-stage sampling and formulate a nonnegative unbiased MSE 

estimator of the population mean. 

Non-negative unbiased MSE estimator 

 

 

Estimation of Population Mean  

Simple random sampling, systematic sampling, and stratified sampling are various types of sampling procedures that 

can be applied in the cluster sampling by treating the clusters as sampling units. In this unit, however, we shall restrict 

to situations where clusters are selected using without replacement simple random sampling procedure. The theory of 

cluster sampling in its own right is rather complex, where the complexity depends on whether one takes equal or 

unequal-sized clusters. In general, a formulae for calculating the standard error of cluster estimates has two terns, where 

the first relates to the variability between cluster means (or proportions) and the second to the variability within cluster.  

In this unit, we start with the case of unequal clusters and then deduce from this the results about clusters of equal sizes 

as a special case. 



JOURNAL OF ALGEBRAIC STATISTICS 

Volume 13, No. 2, 2022, p. 3764-3768 

https://publishoa.com 

ISSN: 1309-3452 

 

3766 

Case-I: Unequal clusters. Usually, in practice, clusters are of unequal sizes. For instance, households as a group of 

persons and villages as a group of households can be taken as clusters for the purpose of sampling. We assume (i) the 

population consists of N clusters, where the ith cluster has Mi elements, i = 1,2,. . . , N, and (ii) n clusters are selected 

from N clusters by without replacement simple random sampling procedure. 

 Then, an unbiased estimator of population mean  known, is given by the relations 

 

We try to understand a use of these relations with the help of the following problem.  

Problem 2. For studying the cultivation practices and yield of apple, a pilot sample survey is conducted in a district of 

Kashmir. The yields (in kgs) of 3 clusters of trees, selected by without replacement simple random sampling, from 15 

are as given in the following table. 
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Efficiency of Cluster Sampling  

Here, right in the beginning, we want to remark that the estimator  for equal sized clusters is based on a sample of 

nM units in the form of n clusters each consisting of M units. Thus, if the same number of units are selected from a 

population of NM units by without replacement simple random sampling procedure, then the sample mean estimator 

 and its variance are given by the relations 

 

 

Observe that the relative efficiency defined above involves value of study variable for all population units. However, in 

practice, the investigator has only the sample observations of n clusters of M units each. For this, he needs the estimates 

of two variances involved in the formulae of relative efficiency (RE). 

CONCLUSION  

Many estimators in survey sampling are not unbiased, for instance ratio estimator, regression estimator and Murthy’s 

estimator. One method to handle biasd estimator is approximation to unbiased estimator, and another is to make 

inference about MSE of biased estimator. Our results in the article may be useful in the case of inference about biased 

estimators. 
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