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Abstract 

Background: As coal is providing major portion of energy requirements and it will continue to provide the same 

in the Future as well for the next few decades.It describes the information like amount, location, and quality of 

the coal resources. It is important that we need to use coal in an efficient manner as well as safely.We need to 

make sure that it is environment friendly so that environment is not effected by the things done by the human.As 

we can see that coal resources are mostly used in electricity. In this project we are going to estimate the coal 

production and to predict how much coal we have to use and how much we have to save for future purposes.So,we 

are using regression algorithms like Lasso and Ridge to estimate the coal production and we are going to compare 

both algorithms, choose the best one and fine tune the parameters of the algorithm.This project is beneficial for 

the coal production companies. 

Methods:  

1.Data Analyst:  

We gather and interpret the data in order solve the problem we faced in existing system.  

2.Model Implementation:  

Here, we perform model training and model testing using advanced regression models.  

3.Data Comparison:  

we compare the predicted data with previous data in data comparison.  

4.Data Visualisation: 

 In this we will see the results and visualize it. 

Conclusions: While making a model most important things that we need to remember is feature engineering and 

selection process.To make the model more robust and accurate make sure to extract the maximum information 

from the features.The experience and time matters the most in feature selection.There are many ways to deal with 

our dataset and also many ways to make our model learn. The algorithms we are using should give better results 

compared to the existing system.For that we can use different algorithms and essemble them or compare all the 

algorithms and check which one is giving the best and accurate results.So, that it will be easy to choose which 

algorithm is perfect for our project.That model is used on our project and we can see the accurate results which 

will be useful for the coal based companies. 
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1. Introduction 

Coal is the main resource for electricity, it is an abundant natural resource that can be used as a source of 

energy.The project main goal is to predict the coal production using parameters like no.of labours, working hours, 

area etc.We need to apply the best model to get the accurate information on coal.The dataset we are taking in this 

project is from Kaggle.The dataset has transactions of historical production of coal.we have to encode this data to 

discover the result.We are using linear regression models and these models would be trained.First we will take 

the half dataset for testing and other half for training.We will check whether the results are matching or not 

.Likewise we can also check which algorithm gives the accurate result.Coal has variable amounts of other 

elements,chiefly hydrogen,nitrogen,sulfur and oxygen.Coal is mostly used as a fuel.It has been used for many 

years and its usage was limited until the industrial revolution. 
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2. Objectives 

Coal plays an important role in every one’s life.As we are doing project on the coal we need to get full information 

about coal.So, in our project we are going to predict the coal production but using the linear regression we can’t 

get the accurate results because it is not taking the full data and if we don’t take full data then how can we get 

accurate results.It also suffers from overfitting.To overcome this all problem we are using another regression 

algorithms. The Existing system is using linear regression due to which we are facing many disadvantages like 

using this basic linear regression ,it does not have a control on your fitting parameters.Another one is overfitting 

data, does not provide enough preprocessing and also visualization.It also have EDA (Exploratory Data Analysis) 

issues. These are the few limitations that we face with the present system.It does not deal with the complex data. 

It suffers from overfitting because of no generalization of data. Due to this overfitting the errors on test data is 

high Our project main aim is to use advanced regression algorithms like ridge and lasso regression.First we take 

half of the data and train that data with this models and remaining data is used for testing. At last we compare and 

see the results of both training and testing data , if the results are matching then our project is successful and also 

accurate.Like this we do the project.The advantages of using these models are, it will understand and set the lower 

and upper bounds, it also deal with complex data , there is no chance of overfitting problem because lasso and 

ridge will solve that problem. Here first we will do prepare what type of data to collect, next according to the 

preparation of data we will collect the data. After that on the data we collected we will perform data 

preprocessing.Here the data is segregated, next we will do testing and training on the dataset. Next we will apply 

the lasso and regression models. Now as a result it will predict the data and last step is data visualization where 

we see the results and visualize it. 

3. Methods 

We have Four components or modules involved in this project. 

They are 1.Data Analyst , 2.Model Implementation, 3. Data Comparison , 4. Data Visualization. 

 1.Data Analyst:  

We gather and interpret the data in order solve the problem we faced in existing system.  

2.Model Implementation:  

Here, we perform model training and model testing using advanced regression models.  

3.Data Comparison:  

we compare the predicted data with previous data in data comparison.  

4.Data Visualisation:  

In this we will see the results and visualize it. 

 

4. Results 
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5. Discussion 

Ridge and lasso regression are simple techniques and also easy to use.They overcome the diadvantages we faced 

in existing system.  

This dataset collected here is from United -states of America in the year 2015. This dataset consists of 1171 

rows and 16 columns. The following steps are followed to solve the problem:   

   1.First Read the Libraries  

   2.Next Read the input dataset  

   3..From the dataset drop the unnecessary columns this is done by preprocessing  

   4.Wherever non-numerical values are present convert them to numeric values. 

   5.Also convert String values to float. 

   6.Divide the dataset into two that is training and testing.  

   7.Scaling the values of training and testing datasets  

   8.Last step is Fitting the Ridge and Lasso regression models 
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